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Previousinvestigations have shown that participants are biased to respond “ possible” to studied items
when askedto decidewhether objects could or could not exist in an object possibility test. The present
study clarifies and extends the concept of bias in implicit memory research in two ways. First, we
show that participants are biased to respond “possible” (rather than “impossible”) on the object pos-
sibility test because structural processingis facilitated by prior study of possible, but not impossible,
portions of objects. Second, we demonstratethat biasin this contextis aform of, not an alternative to,
implicit memory, by showing priming effects in responsetimes when accuracy scoresfor studied and
unstudied items are equated. We concludeby comparing proceduralist and memory-systemsaccounts
of implicit memory effects, and suggest that the two approachescan be seen ascomplementary, rather

than conflicting.

In the object possibility test, an implicit memory test in-
troduced by Schacter, Cooper, and Delaney (1990)%, partic-
ipants decide if line drawings represent “possible figures,”
that could potentially exist as three-dimensiona objects, or
“impossible figures,” that could not be instantiated in three
dimensions (see Figure 1). Some of the figures on the test
are aso presented during an earlier study task, whereas other
figures are completely new; as with other implicit memory
tasks, memory for studied items can be inferred if partici-
pants perform differently on studied and unstudied test items.

An extensive series of investigationsby Schacter, Cooper,
and their colleagues have contrasted implicit memory effects
for novel objects, as measured by object possibility tests,
with explicit memory effects, as measured by old/new recog-
nitiontests. Performance onthetwo tasks has been compared

1schacter, Cooper, and their colleagues dubbed this task the ob-
ject decision test, but we prefer the more specific term object pos-
sibility test, since other decisions about objects have been usefully
employed in other experimental paradigms (e.g. Kroll & Potter,
1984).
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across various encoding conditions (Schacter et a., 1990;
Schacter & Cooper, 1993), participant popul ations (Schac-
ter, Cooper, Tharan, & Reubens, 1991; Schacter, Cooper, &
Vadiserri, 1992), stimulus transformations (Cooper, Schac-
ter, Balesteros, & Moore, 1992), and figure types (Schac-
ter, Cooper, Delaney, Peterson, & Tharan, 1991). The prin-
cipa finding from these studies has been that experimen-
tal manipulations often have significant effects on recogni-
tion performance, but do not significantly affect object pos-
sibility priming (on occasion, the opposite dissociation has
been observed—significant effects of an independent vari-
able on priming but not on recognition). For example, testing
participants on pictures of objects that are larger or smaller
than studi ed pi ctures significantly hindersrecognition perfor-
mance, but does not significantly affect the size of possibility
priming effects (Cooper et al., 1992; Williams, 1995).
Based on these results, Schacter and Cooper have ar-
gued that separable memory systems underlie performance
on these implicit and explicit memory tests. More specif-
ically, Cooper and Schacter (1992, p. 145) proposed that
recognition performance ismediated by an episodic memory
system “dedicated to coding the semantic and visua infor-
mation that creates distinctive representations of individua
objects,” whereas possibility priming is mediated by a struc-
tural description system (SDS) that “represents the globa
three-dimensional organization of parts of an object.”
Ratcliff and McKoon (1995) have recently challenged this
proposd. Although Ratcliff and McKoon's criticisms ex-
tend to theentire memory-systems approach toimplicit mem-
ory research (Ratcliff & McKoon, 1997a, 1997b), the pri-
mary focus of their critique regarding the object possibil-
ity paradigm was Schacter and Cooper’s findings involving
performance on possible versus impossible figures. In their
experiments, Schacter, Cooper, and colleagues have consis-
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Possible Impossiblel Impossible3

Figure 1.  Examples of possible, impossiblel, and impossi-
ble3 figures. Impossible figures could not actually exist as three-
dimensional objects; impossiblel figures have one structural viola-
tion, while impossible3 figures have approximately three structural
violations.

tently found significant priming for possiblefigures, but con-
sistently failed to find significant priming for impossiblefig-
ures (e.g. Schacter, Cooper, Delaney, Peterson, & Tharan,
1991). According to Cooper and Schacter (1992, p. 144),
“the failure of priming to be exhibited in the case of impos-
sible objects reflects constraints on the computational capa
bilitiesof the structural description system.” In other words,
sinceglobal representations of impossibleobjectsare, by def-
inition, not computable, the SDS cannot encode global in-
formation about impossiblefigures. Therefore, “impossible”
decisions cannot be primed.

Asan dternativeto thisinterpretation, Ratcliff and McK-
oon (1995) suggested that possibility decisions are affected
by study encountersin two different ways, asdiagrammed in
Figure 2. Firgt, participants tend to respond “possible€’ more
often to objects they have studied than to unstudied objects
(Figure 28). The same tendency is evidenced for both pos-
sible and impossible test items, so on its own, this “bias ef-
fect” would lead to positive priming for possibletest figures,
but negative priming for impossibletest figures(since“ possi-
ble” responsesareincorrect when giventoimpossibleitems).
Such a pattern should still be classified as an implicit mem-
ory effect, in the sense that test response rates are different
for studied and unstudied items. However, thispattern varies
from that predicted by the traditional definition of priming
(e.g., Tulving & Schacter, 1990), in that performance is not
necessarily improved by prior study (see Ratcliff, McKoon,
& Verwoerd, 1989 and Ratcliff, Albritton, & McKoon, 1997
for examples of other implicit memory tasks that show bias
effects).
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Figure2. Anillustration of Ratcliff and McKoon’'s (1995) two-
processmodel of object decision priming.

The second component of Ratcliff and McKoon's (1995)
model involves explicit memory for test items. Participants
may remember “some particular configuration of corners, an-
gles, or twists from an object that is associated with infor-
mation about whether the object is possible or impossible’
(Ratcliff & McKoon, 1995, p. 758). Thisinformationwould
help participants to make correct possibility decisionsfor all
studied objects, boosting performance for both possible and
impossibletest items (Figure 2b). Asshownin Figure 2c, the
two components of Ratcliff and McKoon’s model can com-
bine to produce the pattern found by Schacter, Cooper, and
their colleagues: robust priming for possibletest figurescom-
bined with null priming for impossibletest figures.

To test their model, Ratcliff and M cKoon (1995) designed
object possibility experiments that included manipulations
intended to eliminate the availability and/or usefulness of
explicit memory processes. Possibility decisions, they pre-
dicted, would therefore only be affected by the bias compo-
nent of their model, resultingin better accuracy ratesfor stud-
ied than unstudied possible figures, but worse accuracy for
studied than unstudied impossiblefigures (the pattern shown
in Figure 2a). This predictionwas confirmed by experiments
that forced participantsto carry an extra memory load (lim-
iting the resources available for explicitly remembering the
obj ects), make possibility decisionsvery quickly (precluding
relatively slow explicit processes from working), or identify
possible and impossible figures that looked very similar to
each other (making explicit memory for the objectsless use-
ful). The experimentsreported in the present paper make use
of thislast strategy: objects were studied in either a possible
or an impossible version (Figure 1; the fact that there were
actualy two different impossible versions will be explained
below), then the same object was presented at test in both its
possible and itsimpossible form. Since possible and impos-
sibleversionsare quitesimilar to each other, familiar-looking
objects on the possihility test could not be assumed to be el -
ther possible or impossible, even if participantsexplicitly re-
membered that the object was seen in one version or another
at study. Aswewill see, this“switching” of possibleand im-
possi bleversionsbetween study and test a so allowseffective
tests of the hypothesesto be examined in these experiments.

Response biases found in connection with an explicit
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memory experiment are typically assumed to be caused by
demand characteristics of the particular testing situation, and
thustaken toberel atively uninteresting. On animplicit mem-
ory test, however, the fact that responses are biased differ-
entidly for studied and unstudied items could indicate that
some cognitive process is being biased to operate differently
on previously-encountered stimuli. Thispoint was a so made
by Ratcliff et d. (1989, p. 379) in their study of biasin the
perceptud identification test: “when we talk about bias, we
do not mean astrategic postperceptua responsebias. Rather,
any biaseffects could be perceptual or semanticin nature, de-
pending on the task, and they could be the result of uncon-
scious information processes.”

If object possibility priming is caused by such a percep-
tual bias, then what is the nature of this bias? Ratcliff and
McKoon (1995, p. 756) suggested that possibility decisions
might be performed by constructing representationsin an ob-
ject recognition system, and that “bias because of previous
study of an object could be based on modifications to pro-
cesses engaged in building these representations.” In the
main, we agreewith thisassessment, but it begsanother ques-
tion: exactly which processes are modified in order to pro-
duce the observed bias? Visual object recognition begins
with an array of points of light detected on the retinae, goes
through a number of intermediate perceptual processes, and
ends when a representation of the perceived object has been
matched with arepresentationin memory. Ratcliff and McK-
oon (1995) made no hypothesi sasto which of these processes
isresponsiblefor the perceptual biasfound on the object pos-
sibility task.

Let us consider a simple model of object possibility test
performance in which “structural evidence” is gathered for
each test item. This modd will both help us in evaluating
how different types of perceptua bias would affect object
possibility test performance, and help relate the concept of
perceptua bias to the more traditional meaning of the term
biasin signal detection theory (SDT). The guiding assump-
tion here is that participants perform the task by attempting
to analyze the three-dimensional structure of the test object,
and that the successful analysis of a possible portion? of an
object congtitutes structura evidence (see Enns & Rensink,
1990, for evidence that such a structure-extraction process
occurs early and automatically in visual perception). Since
even impossi bl e obj ects have some possible portions, partic-
ipants will be able to glean some structural evidence from

2\We usetheterm “portions” of objectsto refer to groupsof lines
that can be parsed into groups of surfacesthat indicate valid (possi-
ble portions) or invalid (impossible portions) 3-D structure. How, or
evenif, thevisual system extracts surfacesand partsfrom line draw-
ings are questions beyond the scope of this paper (see Waltz, 1975,
Barrow & Tenenbaum, 1981, Biederman, 1987, and Bilthoff, Edel-
man, & Tarr, 1995, for discussionsof theseissues). All we mean to
imply by the use of these terms is that some portions of impossible
figures have structurally valid interpretations, while other portions
of such figures are not interpretable in three dimensions.
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Figure 3. A signal-detection theory model of object possibility
performance.

every test item, although more possibleinformation must a -
ways be available from possiblethan from impossibleitems.
In SDT terms, then, we can treat the possible information
available from impossible items as the “noise,” and the ex-
trapossibleinformation available from possibletest items as
the “signal,” as represented in the probability distributions
shownin Figure 3 (compare thisfigure with Goldstein, 1996,
FigureE.3). Asinstandard SDT, we assume that participants
establish acriterion specifying a certain amount of evidence
(i.e., somewhere along the X-axisin Figure 3), and respond
“possible” if theamount of evidenceobtainedfromatestitem
falstotheright of thiscriterion, or “impossible’ otherwise.

Figure 3a shows probability distributions and a criterion
setting for unstudied test items. Ratcliff and McKoon (1995)
showed that, when explicit memory processes are precluded,
priming on the object possibility test is reflected in partici-
pants' responsebiases. In SDT terms, thisimpliesacriterion
shift for studied compared to unstudied items—that is, more
studied than unstudied itemsfall to the right of the criterion.
Usudlly, criterion shifts are caused by postperceptua pro-
cesses inwhich participants strategically place their criterion
at one value or another (depending, for example, on payoff
matrices). Such mundane strategic processes seem unlikely
tobe ableto account for priming on an implicit memory task,
since they would require conscious registration on the part
of participants as to whether an item is studied or unstudied
(indeed, in Ratcliff and McKoon's experiments, such explicit
memory was suppressed by various mechanisms). |nstead,
we propose that the criterion remains in the same absolute
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location for al test items, but that the probability distribu-
tions for studied items shift to the right (Figure 3b), reflect-
ing the action of a perceptual biasthat causes more structural
evidence to be gathered for studied than for unstudied items.

Our assumption that distributions shift as a result of prior
study is somewhat analogous to the idea in the recognition-
memory literaturethat different familiarity distributionsarise
for different types of stimuli (i.e., high- and low-frequency
words). However, in recognition-memory experiments the
signa is defined astheincrease in familiarity resulting from
prior study. In the context of the object possibility task, we
propose that the signa (the extra structural evidence avail-
ablefrom possiblecompared toimpossibl e objects) ispresent
inthetest stimulusregardless of whether theitemwasstudied
or not. Nevertheless, we propose, prior study affects perfor-
mance by shifting the evidencedistributionsfor studieditems
compared to unstudied items. Note that if the distributions
for both possible and impossible test objects shift in tandem,
then overall accuracy (sensitivity) will not vary for studied
and unstudied objects, as observed by Ratcliff and McKoon
(1995).

Sofar, we have clarified the concept of perceptual bias, but
gtill have not explained exactly what perceptua processes are
biased in the object possibility task. At least two typesof pro-
cesses are viable options. First, consider a hypothetical per-
ceptual biasin aprocess yieding information that would not
distinguish between a possible and impossible object, such
asthe object’soutline shape (Hayward, 1997, has shown that
outline-shape information may be regularly used in object
recognition processes). Although such a process would not
directly increase the amount of structural evidence available
from studied objects, the* perceptua fluency” (Jacoby, 1983)
resulting from what we will call anon-diagnostic perceptual
bias might be interpreted as evidence for the positive, “pos-
sible’ response (much as perceptual fluency for previously-
seen names in the experiments of Jacoby, Woloshyn, & Kel-
ley, 1989, presumably leads to the “false fame” effect). We
will refer to this as the perceptual -fluency hypothesis, but it
should be understood that underlying the perceptua fluency
isaperceptua biasin processing non-diagnosticinformation
in studied objects.

Second, consider a perceptua bias in a process that op-
erates only (or at least most efficiently) on possible por-
tions of objects. The process we are thinking of here is the
structure-extraction processitself. Sinceimpossible portions
of objects, by definition, do not have valid three-dimensional
structures, these portions would be difficult for a structure-
extraction mechanism to process during the study phase of
an experiment. Therefore, the mechanism would only be bi-
ased to process possible portions of studied objects more ef-
ficiently during the test phase, resulting again in more struc-
tural evidence for studied than for unstudied test items. We
will refer to this as the structure-extraction hypothesis.

Both the perceptua-fluency and structure-extraction hy-
potheses account for the distribution shifts (and resultant rel -

ative criterion shift) in Figure 3b, and thus both are consis-
tent with Ratcliff and McKoon's, 1995, bias-plus-explicit-
memory proposal. However, the two hypotheses can be dis-
tinguished by their predictionsregarding the effects of study-
ing different types of objects. Specifically, since only possi-
ble portions of objects contain valid structural information,
the structure-extraction hypothesis predicts that priming ef-
fects should be larger following study of possible than fol-
lowing study of impossible objects. This is shown in Fig-
ures 3c-d: when an object was studied in its possible ver-
sion, a large perceptua bias should result, and the distribu-
tions should shift relatively far to the right. For objects stud-
iedintheir impossibleversions, the perceptua biasshould be
relatively small, resulting in arelatively smaller distribution-
shift.

The structure-extraction hypothesisa so predicts at least a
small differencein sensitivity between items studied in pos-
sible and impossible versions. Consider an object that was
studied initsimpossibleversion. Regardless of what version
theobject istested in, only the possible portionsof thetest ob-
ject will be primed. Thus the distribution-shiftsin Figure 3d
should be equivaent for possible and impossible test items,
as shown. However, an object studied in its possible version
should prime its possible test version more than itsimpossi-
ble test version, because the former contains more possible
structure to be primed than the latter. As aresult, the possi-
ble distribution will shift more than the impossible distribu-
tion, causing both a change in bias and sensitivity compared
to unstudied items (Figure 3c).

In contrast to these predictions of the structure-extraction
hypothesis, an outline-shape or other perceptual bias that
does not operate differentially on possible and impossible
portions of objects will be equivaent for possible and im-
possiblestudied objects, resulting in the same amount of per-
ceptual fluency and therefore the same degree of distribution-
shifting. This hypothesis thus predicts that items studied
in possible and impossible versions should show equivalent
bias changes relative to unstudied items, and that sensitivity
shouldbeidentical for all items (studied possible, studiedim-
possible, and unstudied).

The data collected by Ratcliff and McKoon (1995) seem
to support the perceptua-fluency hypothesis, since priming
effects for possible and impossible studied figures were sta
tistically indistinguishable in their experiments. However,
Ratcliff and McKoon (1995) were not specifically 1ooking
for differences between study conditions, and did not design
their experimentsin away that would be conduciveto such a
finding. Given unlimited time, participants agreed that Rat-
cliff and McKoon’'s possible figures were possible only 78%
of thetime, and that their impossiblefigureswereimpossible
only 76% of thetime. Thisrelatively low level of agreement
indicates that the structural integrity of Ratcliff and McK-
oon'’s possible objects may not have been much greater than
that of their impossible figures—in other words, the struc-
tural evidence obtai nablefrom possibl e objects may not have
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been substantially greater thanthe structural evidence obtain-
able from impossible objects. Thiswould not be a problem
for demonstrating different biases on studied and unstudied
objects (since a perceptua bias would affect whatever struc-
tural evidence was available from any studied figure). How-
ever, compressing the range of structural information avail-
able from possible vs. impossible objects would lessen Rat-
cliff and McKoon's chances of detecting an effect of figure
impossibility on the magnitude of priming effects.

To provideamore sensitivetest of the structure-extraction
hypothesis, we developed a new set of objectsin which the
structural integrity of possible and impossible figures was
less disputable. In Experiment 1, we had participants study
threetypes of objects: possible objects, that could clearly ex-
ist in three dimensions; impossiblel objects, that each had
one distinct impossi bl e portion; and impossible3 obj ects, that
each had threeimpossibleportions(Figure1). Asreportedin
the Methods section of this experiment, 92% of participants
agreed that our possible objects were possible, and 94% that
our impossible3 objects were impossible. Other aspects of
the experiment were similar to Ratcliff and McKoon’s(1995)
Experiment 6: the study task was followed by an object pos-
sibility test in which objects were shown very briefly (45 ms
each), and by matching possible and impossible objects, we
“disabled” the explicit memory component of Ratcliff and
McKoon's model. (That is, objects that were studied in an
impossibleversion were later tested in both possible and im-
possible3 versions, so explicit memory that an object wasim-
possible a study would not be very helpful in determining
whether the object is possible or impossible at test.)

If priming effects on the object possibility task are caused
by a perceptua bias operating solely on possible portions
of studied figures, then the magnitude of these priming ef-
fects should depend on the amount of possible structural in-
formation available to be encoded from studied figures. This
structure-extractionhypothesisthuspredictsthelargest prim-
ing effects (i.e., thelargest biasto respond “ possible”) for ob-
jects studied as possible figures, somewhat 1ess priming for
objects studied as impossiblel figures, and the least amount
of priming for objects studied in their impossible3 forms.
The aternate hypothesis is that object possibility priming
is caused by a non-diagnostic perceptua bias and percep-
tua fluency. This hypothesis predictsthat, asin Ratcliff and
McKoon's (1995) Experiment 6, all types of studied figures
should lead to approximately equivalent tendencies to re-
spond “possible.”

In keeping with the SDT-based model proposed in Fig-
ure 3, we chose to analyze the results in terms of signa-
detection measures of discrimination (d,) and bias (C, )3, by

3As described by Snodgrass and Corwin (1988), the signal de-
tection model based on logistic distributions, which uses d_ and
C_ as measures of sensitivity and bias, is functionally equivalent
and considerably easier to calculate than the moretraditional model
based on normal distributions, which usesd’ and .

treating correct “possible’ responses (to possible test items)
as hitsand incorrect “possible’ responses (to impossibletest
items) as false darms. Although not absolutely necessary
to test the two hypotheses in question, this data transfor-
mation allowed usto evaluate predictions of the hypotheses
more easily, because results for possible and impossible test
itemswere combined into a single measure of response bias.
The perceptua -fluency hypothesis predicts equivalent val-
ues of C_ for different types of studied figures, whereas the
structure-extraction hypothesis predicts the lowest value of
C. (negativevauesindicateabiasto respond “possible’) for
possible studied figures, a smaller bias for impossiblel stud-
ied figures, and the smallest bias for impossible3 studied fig-
ures. For sensitivity, the perceptual-fluency hypothesis pre-
dictsequivaent valuesof di_ for different typesof studiedfig-
ures, whereas the structure-extraction hypothesis again pre-
dictsagraded effect: thelargest d. should be found for stud-
ied possibleobjects, and progressively smaller values should
be found for impossiblel and impossible3 objects.

Norris (1995) has recently criticized the use of SDT
measures in evaluating other “bias models,” such as Mor-
ton’s (1969) logogen model (Ratcliff and McKoon's, 1997b,
counter model isaclose cousin of thelogogen model). Nor-
ris main criticismisthat thelogogen model and itsrelatives
violate a fundamenta assumption of SDT, that a single cri-
terion be used for all stimuli in a test sequence. Therefore,
standard interpretations of SDT statistics may not be appli-
cable when eval uating the predictions of these models, even
though the models make reference to the concept of bias. In
the model we have proposed here, our assumptions (i.e., sig-
nal and noise distributionsof evidence strength with asingle
response criterion) aretied directly to those of standard SDT,
and thus our application of SDT statisticsis appropriate.

Experiment 1
Method

Participants. Thirty-eight Yale undergraduates from the
introductory psychol ogy pool served as participants, but data
from two participants were discarded because the partici-
pants performed at bel ow-chance levels on the object possi-
bility test.

Materials. Linedrawingsof 40 possible objectswere cre-
ated on a Macintosh computer using a commercia drawing
program (Figure 1). Two different impossible versions of
each object were created by adding or removing linesin such
away that the resulting figures appeared asif they could not
beinstantiatedin threedimensions. Impossiblel figureswere
designed to be impossible in only one portion of the figure,
leaving therest of thedrawing possible, whereasimpossible3
figures have approximately three impossible portions. Each
experiment utilized 36 of the 40 objects; exactly which ob-
jectswere used varied somewhat from experiment to experi-
ment.
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Agreement about the possible/impossible nature of each
figure was assessed by giving 30 additional participants un-
limited time to classify objects as possible or impossible,
withinstructionsto take as much time as needed and be as ac-
curate as possible. Each participant classified three-quarters
of thefigures; the number of participantsrating each individ-
ual figurevaried from 14 to 28. On average, possiblefigures
were classified “possible’ by .92 of participants (range: .79
to 1.00; standard deviation: .075), impossiblel figures were
classified “impossible’ by .88 of participants (.59 to 1.00;
.098), and impossible3 figures were classified “impossible”’
by .94 of participants(.80to 1.00; .059). Althoughthe agree-
ment rate was somewhat lower for impossiblel figures than
for the other two versions, we notethat participantsin Exper-
iments 1-3 saw only possible and impossible3 figures on the
object possibility test, so agreement on figuresfor which par-
ticipants actually made possibility decisionswas very high.

Stimuli were shown on a Macintosh computer screen, in
black lines on a white background, and were approximately
9 cmx 9cm in Experiment 1 and approximately 7.5 cm wide
by 7.5 cm high in Experiments 2, 3a, and 3b. Participants
viewed the figures from approximately 50 cm away from the
screen, resulting in visual angles of approximately 10.3° in
Experiment 1 and 8.6° in Experiments 2, 3a, and 3b. Thirty-
six of the 40 objects were selected for usein Experiment 1.

Procedure. Participantswere initialy instructed only that
they would be making judgments and decisions about novel
objects. In the study phase, 9 possible, 9 impossiblel, and
9 impossible3 figures were shown in arandom order for 5 s
each. Participants were requested to decide what direction
they thought each object faced, choosing among the 8 op-
tions of straight up, up and to the right, straight right, and
so on. They entered their choice using the numeric key-
pad. No mention of a memory test was made, and the pos-
sible/impossiblenature of the figures was not explained until
the study task was completed.

Immediately following the study task, participants re-
ceived directions for the object possibility task. They were
informed that some figures in this task would represent
“valid, possible three-dimensional objects that could exist
in the world,” whereas others would represent “impossi-
ble objects that could not actudly exist in the real three-
dimensional world.” Participants were asked to decide
whether each object was possible or impossible, and to re-
spond as quickly and as accurately as possible. The test tri-
alswere preceded by 8 practice figures, to which participants
made a possibility decision and were then given a second
viewing of the figure, along with feedback. Very few par-
ticipants expressed any difficulty understanding the possi-
ble/impossible distinction.

Test trials were computer-paced. Each trial began with a
2.5 sbhlank screen, then a 500 ms fixation cross. The stimu-
lusthen appeared for 45 ms, followed by apattern mask (con-
sisting of acrisscross pattern of linesthe same width asthose

in the stimuli), which was shown for 500 ms. Participants
pressed the “z” key if they thought the figure was possible,
or the“m” key if they thought it impossible. The sequence
for the next trial then began. Pilot testing indicated that the
45 ms exposure duration would alow participants to make
accurate possibility decisions on our objects about 65-75% of
the time, leaving room for both positive and negative prim-
ing effects. Experiments reported by Schacter and Cooper
(1993) employed exposure times as small as 17 ms and as
large as 100 ms to get basdline levels of performance simi-
lar to ours, whereas Ratcliff and McKoon (1995) displayed
their test figures for between 150 and 250 ms. This rather
widerangeispresumably dueto variationsin the figure sets,
participant populations, and computer monitors used in the
different studies.

Participants viewed 72 critical test figures: 36 objects
which were each shown in both their possible and impossi-
ble3 versions (having each object appear as both a possible
and an impossibletest figureallowed ustwice as many obser-
vations per participant, and we hoped that effects of thefirst
test exposure on the second would be minimal). The objects
wereorganized into four groupsthat were rotated through the
four study conditions (studied possible, studied impossiblel,
studied impossible3, and unstudied) between participants, so
that each object participated equally often in each condition.
Each participant viewed the stimuli in adifferent random or-
der.

Participants were cautioned that two or more objects
would sometimes look very similar, but that they should
make each decision independently, because sometimes they
would see two possible versions, sometimes two impossi-
ble versions, and sometimes one of each. Four filler objects
(that had not been studied and were not subsequently ana-
lyzed) were shown twice in their possible version or twice
in their impossible3 version, and the practice tridls dso in-
cluded a possible and an impossibl €3 figure that were shown
twice. These precautions were taken to ensure that partici-
pantscould not assume that oncethey had seen apossiblever-
sion of an object, the next similar object would be an impos-
sible version (or vice-versa). Participants were not told that
any test objects had been previoudly studied.

Design and statistical analyses. The dependent variable
was accuracy, whichwasanayzed intermsof sensitivity (d.)
and bias (C.) in the main analyses. Independent variables
of interest included Studied Figure (studied possible, stud-
ied impossiblel, studied impossible3, or unstudied) and Test
Figure (possible or impossibl€3), both of which were manip-
ulated within-participants. Throughout this paper, separate
signal detection measures were calculated for each subject,
and means were then calculated across subjects. Reported
ANOVAS treat participants as the random factor. Separate
analyses using items as the random factor yielded the same
patterns of results and generally smaller p values, in al ex-
periments. Ana level of .05was adopted for theentire study;
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Tablel
Object possibility performance: Experiment 1
Studied Fig ure

Tested Figure Possible Impossiblel Impossible3 Unstudied

Possible 0.80 0.76 0.73 0.70
Impossible3 0.66 0.70 0.69 0.75
Sensitivity (d,) 2.06 2.11 1.78 1.95

Bias (C,) -0.33 -0.14 -0.12 0.12

specific p values are reported only in exceptiona cases.

Results

Each participant was tested on both the possible and the
impossible3 version of each test object, so a preliminary
analysis was run to determine whether order effects were
present in the data. The mgority of first test exposures oc-
curred in the first half of the test, whereas the majority of
second test exposures occurred in the second half, so both
of these factors—Test Order (first or second) and Trial Num-
ber (trials1-40vs. trials41-80)—wereincludedin ANOVAS,
along with the factor of Test Figure. Neither main effect ap-
proached significance, nor did they interact with each other
or with Test Version (possible or impossible3), al F < 1.06.
Since participants saw each test figure for only 45 ms, it is
not surprising that the first test exposure had no significant
effect on the second in this experiment. All other analyses
were collapsed over these factors.

Accuracy scores in Experiment 1 reveal aclear biastore-
spond “possible’ more often to studied than to unstudied ob-
jects (see Table 1). For possible test objects, participants
were more accurate if the object was studied than if it was
unstudied, whereas for impossible test figures, participants
were less accurate if they had seen the object during the
study task. The significance of this effect was confirmed
by a significant main effect of Studied Figure on bias (C)
scores, F(3, 105) = 5.643, MS = 0.222. Planned one-tailed
t- and sign testsindicated that partici pants were significantly
more biased to respond “possible” in each of the studied con-
ditions (studied possible, studied impossiblel, and studied
impossible3) than they were in the unstudied condition, all
t(35) > 1.91; al z > 2.00. Additionally, a two-tailed t-test
indicated that objects studied in possible versions showed
alarger bias effect than objects studied in impossible3 ver-
sions, t(35) = 2.25. Participants did not show significant dif-
ferences in sensitivity (d.) for different Studied Figure con-
ditions, F(3, 105) = 0.580, M = 1.267. Furthermore, the
largest singledifference between sensitivity scores, possible-
studied vs. impossible3-studied objects, was not significant
by either at- or sign test (t(35) = 1.08; z=0.17).

Discussion

Experiment 1 replicated two important results from Rat-
cliff and McKoon's (1995) Experiment 6. First, studying

impossible versions of objects clearly affected performance
for these obj ects on the obj ect possihility task, demonstrating
that priming can be found for impossible figures, despite the
many failures to find such effects in Schacter and Cooper’s
studies (e.g. Schacter, Cooper, Delaney, Peterson, & Tharan,
1991). Second, positive priming effects for possibletest fig-
ures were balanced by negative priming effects for impossi-
bletest figures, resultingin abiasto respond “possible” to all
studied objects.

A third finding from Experiment 1 is that, unlike in Rat-
cliff and McKoon's (1995) experiments, studying different
types of figures led to different degrees of bias. Ratcliff and
McKoon (1995, Experiment 6) found approximately equal
amountsof priming for test obj ectsthat were studied as possi-
bleand impossiblefigures. In contrast, our dataindicate that
for the present stimulus set, the tendency to respond “possi-
ble” was stronger for possiblethan for impossiblel or impos-
sible3 studied figures. As stated in the General Introduction,
we assume that Ratcliff and McKoon'sfailureto find such a
differencewasduetothefact that the possibleand impossible
versions of their objects were not sufficiently differentiated.
That is, if object possibility primingisdueto abiasto extract
structural information more efficiently from studied objects,
and if Ratcliff and M cKoon's possible objectsdid not contain
significantly more structural information than their impossi-
ble objects, then it would not be surprising that they failed
to detect significant differences between studied possibleand
impossible objects.

The present pattern of effects is particularly striking be-
cause thishypothesissuccessfully predicted aviolationof the
encoding specificity principle (Tulving & Thomson, 1973):
possiblestudied figuresled to thelargest priming effects both
when these figures were most similar to test items (possible
test figures) and when they were least similar to test items
(impossible3 test figures). (The results of Ratcliff and McK-
oon’s Experiment 6 also hint a the latter effect—priming
from possible studied figures to impossible test figures (.08)
was dightly larger than priming from impossible studied fig-
uresto impossibletest figures (.06)).

For unstudied objects, participants demonstrated a bias to
respond “impossible,” whereas in every other condition in
Experiments 1, 2, and 3a, partici pantswere biased to respond
“possible” We speculate that this result reflects a kind of
unconsci ous bias-correction process. Participants may want,
overal, to respond “impossible” about as often as they re-
spond “possible.” However, they see so many studied ob-
jects, for which they gather extraevidence of possihility, that
they end up experiencing areverse bias, to respond “impos-
sible,” to unstudied objects, for which the structural evidence
is comparatively wesker.

One potential objectionto our interpretation of Experiment
lisbased ontheobservationthat thethree versionsof our ob-
jects differed in ways other than their possibility. The most
obvioussuch factor is complexity. Possiblefigures appear to
belesscomplex than impossiblel figures, whichin turn seem
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less complex than impossible3 figures; therefore, differences
in complexity rather than impossibility could have been re-
sponsible for our finding that studying possible figures led
to larger biases than studying impossiblefigures. To address
thisissue, we asked 36 additional participantstoratethecom-
plexity of possible, impossiblel, and impossible3 versions of
each of our 40 objects, onalto 7 scale. Complexity did vary
strongly by figure version, F(2, 78) = 529.77, MS; = .0965:
possiblefigureswererated |east complex (mean, 2.77; range,
1.81 - 4.17), followed by impossiblel figures (3.73; 2.36 -
5.33), followed by impossible3 figures (5.02; 4.11 - 5.86).

If the smaller priming effects for impossible compared to
possiblefigures were dueto the difference in complexity be-
tween figure types, then the priming effects for individual
figures should have also varied by figure complexity: larger
priming effects, for both possible and impossible3 test fig-
ures, should be associated with less complex studied figures.
To test thisprediction, wefirst normalized complexity scores
for the 108 studied objects (possible, impossiblel, and im-
possible3 versions of each of the 36 test objects) by subtract-
ing the median score for each figure type from each figure's
complexity score. We then computed the correlations be-
tween normalized complexity and priming for possible and
impossible3 test figures. The correlation for impossible3 test
figures reached significance, r = .28, p < .01; the correlation
for possibletest figures was only .05.

This analysis indicates that for impossible3 test figures,
studied figures rated as less complex primed possibility de-
cisionsdlightly morethan studied figures rated as more com-
plex. However, just as impossible figures are more complex
than possiblefigures, figuresthat are morecomplex arelikely
to be“moreimpossible.” Therefore, it could bethat thiscor-
relation simply reflects a tendency across individual figures
that mimicsthe pattern of effects across study conditions: the
more possible an object was, the more information about the
object was available to prime possibility decisions. Further-
more, complexity only accountsfor eight percent of thevari-
ance in priming for impossible3 test figures, and less than a
quarter of onepercent of thevariancefor possibletest figures.
It thus seems unlikely that differences in figure complexity
per se can account for the differences we found between pos-
sible, impossiblel, and impossi bl €3 figures (but see Carrasco
& Seamon, 1996, for further consideration of thisissue).

M ore serious obj ectionsto our interpretation of the present
resultsinvolvethe magnitude of priming effects for impossi-
ble studied figures and the effects on sensitivity (d_). First,
since impossiblel figures possess more possible portions
than do impossible3 figures (see Figure 1), the structure-
extraction hypothesis predicted that studying the former ver-
sionswould lead to alarger bias than studying the latter. Al-
though results of the bias measure (C.) were numericaly in
thisdirection, thedifferencein biasbetween possibleand im-
possiblel objects (.19) was much larger than the difference
between impossiblel and impossible3 objects (.02). Thisre-
sult could be considered an artifact, since a shift of three per-

centage points or so in the accuracy rate of impossible3 test
objects primed by impossible3 studied versions would have
brought al the pointsinto line with the structure-extraction
predictions. Alternatively, the insignificant difference be-
tween bias resulting from study of impossiblel and impos-
sible3 objects could be taken as evidence for the perceptual -
fluency hypothesis, which predicted equivalent biases for
each of the three studied-object conditions.

Second, differences between d. vaues in the different
study conditions were small and insignificant, whereas the
structure-extraction hypothesis predicted larger sensitivity
for studied-possiblecompared to studied-impossibleobjects.
This finding will be considered in the discussion of Experi-
ment 2, since resultsin that experiment were similar.

In sum, the significantly larger bias for possible than im-
possible3 studied items supports the structure-extraction hy-
pothesis, while the near-equivalent bias for impossiblel and
impossible3 studied items and the equivalent sensitivitiesfor
all study conditions support the perceptud -fluency hypoth-
esis. We note that the burden of proof in this experiment
was on the structure-extraction hypothesis, since it predicted
positive effects, whereas the perceptual bias hypothesis pre-
dicted null effects. Therefore, we fed that overall, Experi-
ment 1 supports the structure-extraction hypothesis. Never-
thel ess, we sought converging evidence for thishypothesisin
Experiment 2.

Experiment 2

According to the structure-extraction hypothesis, partici-
pants are biased to process possible portions of objects dif-
ferently when the obj ects were studied from when unstudied.
Since impossible portions are not structurally interpretable,
astructure-extraction bias should not affect these portions of
objects. Therefore, we reasoned, occluding a possible por-
tion (which could support bias if not occluded) of a studied
object should cause areduction in bias, compared to occlud-
ing an impossible portion (which would not support bias in
any case). This prediction was tested in Experiment 2. In
the study phase of the experiment, participants viewed im-
possiblel figures, with some portion of each figure occluded
by ablack rectangle (see Figure 4). For one haf of the ob-
jects, the occluder covered the impossible portion of the fig-
ure (occluded-impossible stimuli), while for the other half,
the occluder covered an equally large possible portion of the
figure (occluded-possible stimuli). The test phase of the ex-
periment was exactly the same as that in Experiment 1: par-
ticipantsviewed, for 45 ms, the possibleand impossible3 ver-
sions of studied and unstudied objects, and decided whether
each figure was possible or impossible.

For the same reasons as in the previous experiment, we
expected a larger bias to respond “possible’ (i.e.,, a lower
C_ score) for studied than unstudied objects. The pattern of
results on the two occlusion conditions should distinguish
between the structure-extraction and perceptual-fluency hy-
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Figure4. Examplesof occluded objectsused in Experiment 2.

potheses. The former predicts greater priming (in the form
of alarger bias to respond “possible’) from the occluded-
impossible than from the occluded-possible stimuli, as ex-
plained above. On the other hand, if priming is caused by
non-diagnosti cinformation (perceptual informationthat does
not distingui sh between possi bleand impossi bl e objects) and
perceptua fluency, priming should be equivaent in the two
conditions, since the occluders were exactly the same sizein
both types of studied stimuli.

Method

Participants. Forty-two members of the Brown Univer-
sity community participated in the experiment in exchange
for $6.00 each. Data from three participants were discarded
because they performed at bel ow-chance level son the object
possibility test.

Materials, procedure, and design. These were identi-
cal to those used in Experiment 1, except for the follow-
ing. First, since there were only three Studied Object condi-
tions (occluded-possible, occluded-impossible, and unstud-
ied), the 36 objectsused were broken up into three groupsand
rotated between-participants, so that each object participated
equally oftenineach condition. Second, inthe study phase of
the experiment, participants saw each figure once while de-
ciding what direction it faced (as in previous experiments),
then saw each figure again in a second block of trias, where
the task was to decide whether each object looked most like
abuilding, atool, or aspaceship. Stimuli were shown for 5s
each in both study tasks. Third and most importantly, partici-

Table 2
Object possibility performance: Experiment 2

Studied Objects

Occluded  Occluded
Tested Figure Impossible Possible Unstudied
Possible 0.77 0.76 0.71
Impossible3 0.53 0.59 0.64
Sensitivity (d,) 1.36 1.55 1.61
Bias (C) -0.56 -0.39 -0.16

pants viewed the impossiblel version of each studied object,
and a portion of each figure was occluded by ablack rectan-
gle(Figure4). For one half of the studied objects, the rectan-
gle covered the portion of the figure that made it impossible,
whilefor the other half of the studied objects, a possible por-
tion was covered. To generate the occluded-impossible ver-
sionof an object, we drew thesmall est possi bl erectangl ethat
completely covered theimpossibl e portion of the object’sim-
possiblel version. The occluded-possible version was then
created by re-positioning the same rectangle over a possi-
ble portion of the impossiblel version of the object. Across
partici pants, the occluded-possible and occluded-impossible
versions of each object were seen equally often.

Results

Once again, participantswere biased to respond “ possibl e’
more often to studied than to unstudied objects (Table 2), as
confirmed by a significant main effect of Studied Object on
C_ scores, F(2, 76) = 9.70, M& = 0.165, but were not any
more sensitive for studied than for unstudied objects, F(2,
76) = 1.04 for d. scores. The crucia question in the present
experiment was whether participants would show a greater
bias for objects studied with impossible parts occluded than
for objects studied with possible parts occluded. Planned t-
and sign testsreved ed the difference between biasesin these
conditionsto be significant, t(38) = 1.90; z= 1.67.

Discussion

Participants in Experiment 2 showed a larger bias to re-
spond “possible’ to figures studied with impossible por-
tions occluded than to figures studied with possible por-
tions occluded. This result runs counter to the perceptual-
fluency hypothesis: since the occluder concealed the same
surface area of the line drawing when covering impossible
and possible portions (see Figure 4), this hypothesis pre-
dicted equiva ent biasesto respond “ possible” in thetwo con-
ditions. In contrast, the larger bias for occluded-impossible
than occluded-possible studied figures is consistent with the
structure-extraction hypothesis, since figures with possible
portionsoccluded havelessvalid three-dimensional structure
to be processed than do figures with impossible portions oc-
cluded.
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As is evident in Figure 4, the visible (non-occluded)
portions of occluded-impossible figures overlap precisely
with possible test figures, whereas the visible portions of
occluded-possible figures do not precisely overlap with im-
possible3 test figures. Overal, then, it could be argued
that the correspondence between occluded-impossible stud-
ied figures and test figures is dightly less than the overlap
for occluded-possible studied figures with test figures. This
might seem to create a problem for our interpretation of the
findings in Experiment 2. However, if image consistency
was the sole determining factor in amount of priming, then
priming effects should have been larger for possibletest fig-
ures, which overlapped more with studied figures, than for
impossible3 test figures; instead, we found larger priming ef-
fects for impossible3 than for possible test figures. Further-
more, impossible3 test figures were more strongly primed by
occluded-impossi bl ethan by occluded-possiblefigures, even
though the latter figures were more similar to these test fig-
ures. AsinExperiment 1, thestructure-extraction hypothesis
correctly predicted this violation of the encoding specificity
principle. For possible test figures, the structure-extraction
hypothesis correctly predicted that occluded-impossiblefig-
ures would lead to more priming than occluded-possiblefig-
ures, athough the magnitude of this difference was quite
small.

Although the response bias (C.) effects in Experiments
1 and 2 support the structure-extraction hypothesis, results
concerning sensitivity (d,) effectsin the two experiments do
not support the predictions of this hypothesis. As explained
in the Genera Introduction and diagrammed in Figure 3c-
d, objects studied in possible versions should prime possible
test objects more than impossible test objects, while objects
studied inimpossibleversions should prime possibleand im-
possible test objects equally. As aresult, sensitivity should
be higher for studied-possible than for studied-impossible
items. In fact, however, no significant effects of studied ver-
sion were observed in either Experiment 1 or Experiment 2.

Since test stimuli were presented for only 45 ms and
were masked, direct perceptua information (that is, infor-
mation about the two-dimensional contours that composed
the test figures) would have been quite fragmented. Ac-
cording to the structure-extraction hypothesis, priming in
the object possibility task does not affect the perception
of these two-dimensiond lines; rather, priming operates on
a later stage in object processing, in which the lines are
assembled into three-dimensional structures. Therefore, it
could be that when an object’s possible version was stud-
ied and its impossible3 version tested, impossible portions
of the line drawing were sometimes not perceived in the
test flash, and three-dimensiona structure was “filled in” in
the structure-extraction system. To the extent that this hap-
pened, it would have decreased the difference in priming ef-
fects between possibleand impossible3test items, and conse-
quently decreased any difference in sensitivity (d. ) between
the studied-possible and studied-impossible3 conditions.
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Probability of Amount of
Structural Evidence in
Test Item

Amount of Structural Evidence
Gathered from Test Figure

Figure 5. Hypothetical probability distributions for impossible
and possible test items given long object possibility test perfor-
mance.

The structure-extraction hypothesis made strong predic-
tions: that both bias (C.) and sensitivity (d_) would vary
for different study conditionsin Experiments 1 and 2. The
perceptua -fluency hypothesis, on the other hand, predicted
no difference between study conditions on either dependent
measure. As we stated in the conclusion of Experiment 1,
we fed that confirming a positive effect (significant differ-
encesinCy ) should beweighed moreheavily than confirming
anull effect (no significant differencesin d, ), and therefore
that these experiments best support the structure-extraction
hypothesis. If the post-hoc argument given above for why
sengitivity differences were not found proves unsatisfactory,
athird hypothesis may be needed that predicts both a differ-
encein bias but no difference in sensitivity.

Experiment 3a

Regardless of one's stance on the two hypotheses being
tested in Experiments 1 and 2, the results of these experi-
ments, aswell astheresultsof Ratcliff and McKoon’s(1995)
experiments, show that when given brief test exposures, par-
ticipants demonstrate a tendency to respond “possible”’ to
studied objects more often than to unstudied objects on the
object possibility test. What would happen if, instead of
flashing test objects on the screen, participants were given
much longer exposures to test objects? Thiswas the experi-
mental question posed in Experiment 3a, which used exactly
the same study and test procedures as Experiment 1, except
that participantswere allowed up to five secondsto make test
responses. Unlike in previous experiments, there should be
very littleuncertainty about the possibility or impossibility of
any test item given thismuch time to make decisions. There-
fore, in terms of the SDT model introduced previously, we
can predict that the probability distributionsof structura ev-
idence for possible and impossibl €3 test figures should over-
lap much less (Figure 5), and that participants should easily
beableto placetheir criterion so that they will almost aways
be ableto correctly distinguish between possible and impos-
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sible objects. Furthermore, we predicted that there should
be no distribution-shifting for studied and unstudied objects
(as there was in Experiments 1 and 2), because given vir-
tually unlimited viewing time, the amount of structura evi-
dence ultimately available should be solely dependent on the
currently-shown test object.

To summarize, probability distributions for possible and
impossi bl eobjectsshould be clearly separable and should not
vary for studied and unstudied items. In SDT terms, then,
sensitivity (d.) should be much higher than in Experiments
1 and 2, and neither sensitivity nor bias (C_) should vary de-
pending on whether an object was studied or not. However,
if object possibility priming is caused by aperceptua biasto
process studied items more efficiently than unstudied items,
we predicted that participants would be faster to respond to
studied than to unstudied objects, at least for possible test
items. On the other hand, encoded structural information or
perceptud fluency could hamper participants ability to re-
ject impossible test objects, leading to dower responses for
studied than unstudied items on these items. In any case,
patterns of effects for response times in these experiments
should help us constrain model s of object possibility perfor-
mance, since such models should posit that similar mecha-
nisms are responsiblefor test performance given either short
or long stimulus exposures.

Method

Participants. Thirty-six Yae undergraduates from thein-
troductory psychology pool participated in the experiment.

Materials, procedure, design, and analyses. These were
identical to those used in Experiment 1, except that a) object
possibility test figures remained on the screen until partici-
pants responded, or until 5 shad passed, and b) responsetime,
aswell as accuracy, served as a dependent measure. Geomet-
ric means of participants’ response timeswere used to mini-
mize the effects of outliers.

Results

As in Experiment 1, each test object was shown twice:
oncein its possible version and once inits impossible3 ver-
sion. Therefore, preliminary analyses including the factors
of Test Order, Tria Number (see the Results section of Ex-
periment 1 for an explanation of these terms), and Test Ver-
sion were performed on accuracy scores and response times.
There were no significant main effects or interactionsinvolv-
ing Test Order or Trial Number on accurecy, dl F < 1.25.
For responsetime, theeffect of Trial Number was significant,
F(1,35) = 6.91, MS, = 238850, but the effect of Test Order
was not, F(1,75) = 2.47, M = 91016, and no interactions
approached significance (al F < 1.49). These anaysesin-
dicate that participants simply got faster as the test went on
(responding more quickly on the second than on thefirst hal f
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Table 3
Object possibility performance: Experiment 3a

Studied Figure

Tested Figure Possible Impossiblel Impossible3 Unstudied
Possible
Accuracy 0.98 0.96 0.97 0.97
RT 1393 1481 1559 1581
Impossible3
Accuracy 0.94 0.92 0.93 0.94
RT 1678 1773 1700 1717
Sensitivity (d,) 5.10 4.75 4.97 5.04
Bias (C,) -0.15 -0.17 -0.13 -0.14

Note: Trials for which subjects failed to respond in the allotted 5 s
(0.7% of possible trials and 2.0% of impossible trials) were counted as
neither correct nor incorrect.

of the test), so other analyses were collapsed over these two
factors.?

Showingtest figuresfor an essentially unlimited amount of
time had the desired effect of boosting accuracy scores, and
measured sensitivity, to near-ceiling levelsin al conditions
(Table 3). Asis evident from the consistently large d;. and
consistently negative C scores in Table 3, participantswere
very accurate, but dightly biased to respond “possible” over-
al. Importantly, however, these trends were equivaent for
both studied and unstudied objects: the main effect of Stud-
ied Figure (possible, impossiblel, impossible3, or unstudied)
was significant neither on sensitivity (d.), F(3, 105) = 1.58
nor on bias (C,), F(3, 105) < 1.

Although memory for studied items did not affect partic-
ipants response tendencies, we did find robust priming of
object possibility response times. Planned t- and sign tests
indicate that possible test items were significantly primed
by both possible and impossiblel studied figures, t(35) =
3.87 and 2.03 and z = 4.00 and 1.86, respectively, but no
significant priming effects were observed for impossible3
test figures, al t(35) < .838; al z < 0.67). For the om-
nibus ANOVA, the main effects of Studied Figure, F(3,
105) = 3.00, MS: = 61506, and Test Figure, F(1, 35) = 5.82,
MS = 563755, were significant, while the interaction term
was marginaly significant, F(3, 105) = 2.30, MS; = 58672,
p=.082.

4Because of the long display durations used in this experiment,
it might seem surprising that thefirst test exposuredid not primethe
second. However, when thefirst test figure was possible, the second
test figure was impossible, and we failed to find any priming at all
for impossible test figures. When test figures were seen in the re-
verse order (impossible followed by possible), we would also not
expect a significant amount of priming, since impossible3 studied
figures did not appreciably facilitate object decisions for possible
test figures.
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Discussion

Experiment 3ademonstrates that previous exposure to ob-
jects can have a significant effect on object possibility deci-
sionseven when response biasesin accuracy, as measured by
C., are equivalent for studied and unstudied stimuli. Specif-
ically, we found implicit memory effects on participants' re-
sponse times: responses to possible test objects were faster
when obj ectswere studied than when they had not been stud-
ied. These priming effects were largest for objects studiedin
their possible versions and decreased monotonically for im-
possiblel and impossible3 studied figures.

Interestingly, significant priming was not observed for im-
possible3 test figures. Furthermore, participantstook consid-
erably longer to make “impossible’ than to make “possible’
decisions. These findings could have important implications
for detailed models of object possibility performance. How-
ever, alessinteresting explanation is aso plausible: it could
be that participants were able to rapidly analyze impossible
information, but were not willing to trust these first impres-
sions, and subseguently rescanned test figuresin order to con-
firm the structural violations.

In an attempt to rule out this explanation, Experiment 3b
employed the materials and design of Experiment 3awith a
go/no-go procedure. Half of the participants responded only
to possible objects and not to impossible objects; the other
half responded to impossible but not to possible objects. In
a go/no-go procedure, participants know they are only re-
sponsible for detecting a target, since they do not have to
make an aternate response. Therefore, participants in the
“Go-Impossible” condition should respond as soon as they
can gather information sufficient to make an “impossible’ re-
sponse. In addition, we stressed in the instructionsthat par-
ticipants would be best off responding on the basis of their
“first impression,” and told them not to go back to check
whether this first impression was correct. We also encour-
aged quick responses by allowing participantsonly three sec-
onds in which to respond, rather than the five seconds a-
lowed in Experiment 3a. This procedure should thusbe more
diagnostic for the relative speeds of processes engaged in
making “possible’ and “impossible” responses.

Experiment 3b
Method

Participants. Seventy-two college-age participants from
Case Western Reserve University and the Brown University
community were recruited for the experiment, and partici-
pated either for class credit or for $6.00.

Materials, procedure, and design. These were identical
to those used in Experiment 3a, except in the way partici-
pantswere asked to respond during the object possibility test.
Thirty-six participants pressed the space bar if atest object
was possible, or alowed thetrid to time out if the test ob-
ject was impossible (trialstimed out after three seconds). A
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second group of 36 participantsreceived the oppositeinstruc-
tions, pressing the space bar for impossible objects and do-
ing nothing for possible objects. In addition, al participants
were prodded to respond as quickly as possible with the fol-
lowinginstructions: “ Previous research has shown that many
peoplewho do thistask take longer to respond to test figures
than they have to—even after they have determined that the
test figureispossible/impossible[thisword varied for thetwo
groupsof participants], many people go back and re-examine
thefigure to make absol utely surethat it could/could not bea
real 3D object. Thispreviousresearch has a so indicated that
this ‘extraanalysis' is often detrimental to performance. In
this experiment, we are trying to test thisidea by asking you
to respond to each trial based on your ‘first impression.” In
other words, please respond as soon asyou canif theobjectis
possi ble/impossi bl e, and do not go back to check whether this
first impression is correct. Don't worry if it seems like you
might be getting sometrial swrong—;just keep on responding
as soon as you can make a decision about the test object.”

Results

Response times and accuracy rates for Experiment 3b are
reportedin Table 4. Thetop two rowsof figures show perfor-
mance for participants asked to respond to possible objects,
which we will refer to as the Go-Possible condition; the bot-
tom two rows show performance for participantsin the Go-
Impossible condition. Accuracy and response time could be
accurately measured only for “go” responses, since atimed-
out trial could reflect either a negative response or indeci-
sion on the part of the participant. Furthermore, the accu-
racy rates reported are underestimates, since time-outs due
to indecision are normally counted as neither correct nor in-
correct in calculating accuracy. Results mirrored those from
Experiment 3a.  Participants in the Go-Possible condition
responded significantly faster than participants in the Go-
Impossible condition, pooled t(70) = 4.49. Accuracy rates
did not vary across Studied Figure conditionsfor either Go-
Possibleor Go-Impossibleparticipants, both F < 1, whilere-
sponse times were primed in the Go-Possible but not in the
Go-Impossible condition. Also paraleling Experiment 3a,
response time priming was largest for objects studied as pos-
sible figures, smaller for objects studied as impossiblel fig-
ures, and smallest for objects studied asimpossible3 figures.
The priming effect of possiblestudied figures on possibletest
figures was significant by a planned t-test, t(35) = 2.66.

Discussion

Theresultsof Experiment 3breplicatethose of Experiment
3a priming can befound on object possibility responsetimes
even in the absence of differential accuracy rates for stud-
ied and unstudied objects. Furthermore, Experiment 3b indi-
catesthat participantswere not slow to respond “impossibl €’
in Experiment 3a simply because they were wary of mak-
ing such responses and went back to rescan the test images.
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Table4
Object possibility performance: Experiment 3b

Studied Figure

"Go" Response Possible Impossiblel Impossible3 Unstudied
Possible
Accuracy 0.96 0.96 0.97 0.96
RT 958 991 1039 1038
Impossible
Accuracy 0.90 0.92 0.90 0.91
RT 1312 1282 1297 1299

Participantsin the present experiment had every incentiveto
respond as quickly as they could, yet they still made “pos-
sible’ responses more quickly than “impossible’ responses.
We aso failed again to find any response time priming for
impossible test figures. These two results may have impor-
tantimplicationsfor detailed model sof object possibility task
performance, as discussed bel ow.

General Discussion

Schacter and Cooper’ sobject possibility paradigm (Schac-
ter et a., 1990) generated a considerable amount of excite-
ment in the cognitive psychology community, because it ex-
tended theimplicit memory movement beyond thedomain of
verbal stimuli. The most widely-cited finding from Schacter,
Cooper, and their colleagues’ studies was that object possi-
bility decisions about possible objects could be primed, but
that decisions about impossible objects could not. This re-
sult has been replicated many times (e.g., Schacter, Cooper,
Delaney, et a., 1991) and is consistent with Schacter and
Cooper’snotionthat priming on the possibility task isdepen-
dent on information stored in a memory system that codes
three-dimensional structural descriptions of objects. Ratcliff
and McKoon (1995) redefined the priming demonstrated in
object possihility studies as a bias to respond “possible” to
studied items, rather than an ability to more accurately make
decisions about possible objects. To someinvestigators, this
redefinition may depreciate the theoretical value of possibil-
ity priming, since in psychophysical studies and recognition
experiments, response biases are often considered artifac-
tual products of participants’ idiosyncratic motivations and
strategies.

One objective of the present study has been to counter this
notion, by showing that response biases are consequences,
rather than causes, of implicit memory in the object possi-
bility paradigm. Thus Experiments 3a and 3b demonstrated
that robust priming effects can be evidenced in participants
response times to make possibility decisions when accuracy
rates for studied and unstudied objects are equated. A sec-
ond objective was to explore the underlying basis of theim-
plicit memory effects found in Experiments 3a and 3b and
previous studies (e.g. Schacter et d., 1990; Ratcliff & McK-
oon, 1995). Ratcliff and McKoon (1995) found statistically
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Table 5
Summary of test exposure times, dependent measures, and
priming effects from Experiments 1-3b.

Test Dependant

Experiment Exposure Measure Priming for Study Conditions

Possible Impossiblel Impossible3

1 45ms CL .45* .26% .24*
Occ. Impos. Occ. Pos.
2 45 ms CL 40* .23*
Possible Impossiblel Impossible3
3a <5000 ms RT 188* 100* 22
3b <3000 ms RT 80* 47 -1

Note. Asterisks (*) indicate priming scores that were significantly different
from O by t-tests. Priming in Experiments 3a and 3b is reported for possible
test objects only; no significant priming effects were observed for impossible
test objects in these Experiments. Occ. Impos. = Occluded Impossible;
Occ. Pos. = Occluded Possible.

indistinguishable priming effects following study of possi-
bleand impossi bl eobjects, supporting the perceptual -fluency
hypothesis outlined in our Introduction. In contrast, our
Experiments 1 and 2 (as well as Experiments 3a and 3b),
which used more discriminable possible and impossible ob-
jects than were tested in Ratcliff and McKoon's (1995) ex-
periments, reveaed significant differences between studied-
object conditions, supporting the structure-extraction hy-
pothesis outlined earlier. Table 5 shows the magnitude of
priming effects resulting from study conditionsinthefour ex-
perimentsreported here. Intheremainder of the General Dis-
cussion, wereview theimplicationsof our findings, then con-
clude with more specul ative remarks on the cognitive foun-
dations of object possibility priming.

Priming and bias

Participants in every one of our experiments evidenced
an overall bias to respond “possible’ on the object possi-
bility task. A survey of previous object possibility studies
(e.g. Schacter, Cooper, Delaney et ., 1991; Ratcliff & McK-
oon, 1995) reveal sthat thisoverall biashas also been present
in nearly every other object possibility experiment reported.
This should come as no surprise: since, by definition, we
never see impossible figures in the real world, our visual
systems should be strongly biased to perceive valid three-
dimensional structurewhenweview alinedrawing of anovel
object. Furthermore, our visua systemsmay be biased to dis-
count portionsof objectsthat seem “impossible”’ asbeing due
to accidents of viewpoint, occlusion by other objects, or other
normally-occurring optical illusions.

Although thisoverall biasto respond “possible’ comes as
no surprise, astronger biasto respond “ possible”’ to some ob-
ject X when compared to another object Y strikes us as con-
siderably more interesting. Such a finding indicates that the
visual systemis more likely to believe it is perceiving vaid
three-dimensional structurein X thanitisinY. When X rep-
resents studied objectsand Y unstudied objects, as in the ex-
periments by Ratcliff and McKoon (1995) and our Experi-
ments 1 and 2, the inevitable conclusion must be that some



14

kind of encoded information about studied figures is lead-
ing them to be perceived differently from unstudied figures.
This is the essence of an implicit memory effect: remem-
bered information has caused a variation in performance be-
tween studied and unstudied objects, even though the test
task does not require participantsto explicitly recollect pre-
vious events.

In Experiments 3a and 3b, participants were given suffi-
ciently long test exposures to respond correctly a vast ma
jority of the time, so accuracy rates (and response biases, as
measured by C,) did not vary significantly between studied
and unstudied objects. Nevertheless, both experiments re-
vedled reliableimplicit memory effects: responsetimeswere
facilitated for studied as compared to unstudied objects (Ta-
ble 5). These findingsreinforce the idea that differences be-
tween studied and unstudied items on the object possibility
task are not caused by aresponse biasto respond “possible.”
Instead, as suggested here and in Ratcliff et a. (1989), im-
plicit memory effects may be caused by a perceptud biasin
aninformationprocessing systeminvolvedin performance of
theimplicit memory task. Implicit memory isrevealed inre-
sponse tendencies when brief test exposures are given, or in
response times given long test exposures.®

The basis of perceptual bias

We suggested that two different types of perceptual pro-
cesses might be biased in a way that would produce the
pattern of response biases found by Ratcliff and McKoon
(1995). In addition to replicating Ratcliff and McKoon's re-
sults with a new set of objects, Experiments 1 and 2 were
designed to tease apart these dternatives. In both experi-
ments, participants studied various types of figuresthat con-
tained more or less vaid three-dimensional structura infor-
mation. If object possibility decisions are primed directly
by processes involved in the extraction of three-dimensional
structure, then studying figures containing more extractable
structure should lead to more priming. On the other hand,
if possibility decisions are primed by perceptual fluency re-
sulting from a non-diagnostic perceptua bias (i.e., biasin a
process that does not extract information distinguishing be-
tween possible and impossible objects), then priming should
be approximately equivaent inthe different conditions. Both
experiments utilized brief test exposures (45 ms), so we ex-
pected priming to occur in the form of atendency to respond
“possible” to studied more often than to unstudied obj ects, as

5This phenomenonis akin to that of perceiving Ronald James'
famous dalmation picture (viewable in most introductory text-
books): the first time one sees it, the picture looks like a random
collection of dots, but once one perceives the dalmation, it isim-
possible not to see the dog every time the picture is viewed. Simi-
larly, inthe present experiments, participants seemto have automat-
ically perceived studied objects differently from unstudied objects,
regardless of whether or not extra information was needed to per-
form the task.
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in the experiments reported by Ratcliff and McKoon (1995).

In Experiment 1, participants studied possible, impos-
siblel, and impossible3 objects (Figure 1), each of which
possess progressively larger areas in which the three-
dimensional structure of the object is compromised. This
experiment revealed larger priming effects (a larger bias
to respond “possible’) when participants studied possible
objects than when they studied either type of impossible
object, supporting the structure-extraction hypothesis. In
Experiment 2, participants studied impossiblel objects that
were partially occluded by a black rectangle (Figure 4).
Results showed that covering a possible portion of a studied
figure led to a smaler bias effect than did covering an
impossible portion of the figure, even though roughly the
same amount of contour was obscured in both cases. This
finding again supports the structure-extraction hypothesis:
occluding a possible portion of an object, which could have
provided valid structural information to be primed, led to a
smaller priming effect than occluding an impossible portion
of an object, which would not have provided any valid
structural information.

Participants in Experiment 2 aways studied impossiblel
objects, but in the occluded-impossible condition, the entire
impossible portion of the object was covered. Interestingly,
the priming effect of this study condition was considerably
larger than the effect of impossiblel studied objectsin Exper-
iment 1, and almost as large as the effect of possible studied
objectsin Experiment 1 (Table5). Thismay indicatethat par-
ticipants were able to fill in three-dimensional structure be-
hind an occluder (and in place of missing or fragmented per-
ceptual information following flashed test exposures, as hy-
pothesized above), but that impossible portions actualy dis-
rupted structural processing during the long stimulus expo-
sures employed during the study task. In other words, the
structure-extraction mechanism may be able to compensate
for missing perceptual information, but be unable to do any-
thing at al with conflicting information coming from percep-
tually intact impossible portions. However, further studies
(preferably employing a within-participants occlusion ma-
ni pul ation) woul d be needed to confirmthisconclusion, since
there were potentially confounding methodological changes
between Experiments 1 and 2 (for example, theratio of stud-
ied to unstudied test itemswas 3:1 and 2:1 in the two exper-
iments, respectively).

Returning now to Experiments 3aand 3b, we note that the
simple model of object possibility performance assumed in
Figures 3 and 5 can be adapted to account for the response
time priming observed in these experiments. The underly-
ing assumption of thismodd isthat decisionsare made based
on the amount of structura evidence gathered from possible
and impossible test objects. Figure 6 adds a time-course € -
ement to the model, positing that evidence isaccumul ated at
different ratesfor different objects. It seems reasonableto as-
sume that either a structure-extraction or perceptual-fluency
bias would lead evidence to be gathered more quickly from
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Figure6. A time-course model of object possibility processing.

studied than from unstudied items. Given ampletimeto ana
lyze test objects, participantsin Experiments 3a and 3b may
have established a“ possible” threshold specifying an amount
of evidence, but an “impossible’ threshold specifying a pe-
riod of time (Figure 6). If the evidence threshold is reached
before thetime threshold is crossed, a“possible” responseis
made; if thetimethreshold isreached before reaching the ev-
idence threshold, an “impossible’ responseis made.

As shown in Figure 6, the evidence threshold will be
crossed more quickly for studied than unstudied possible
test objects (resulting in response time priming), but since
the time threshold remains the same for studied and un-
studied items, “impossible’ responses are made no more
quickly for studied than for unstudied items. Furthermore,
themodel correctly predictsthat “impossible” responses will
alwayshbedower than“possible’ responses. When responses
must be made based on limited perceptua evidence (i.e,
in Experiments 1 and 2 and past object possibility stud-
ies), the time criterion is ignored, and participants make
possible/impossible judgments based solely on the amount
of structural evidence that was gatherable from the briefly-
presented test figure. Figure 6 makes it clear that there will
bemore structural evidence availablefor studied than unstud-
ied objects at any point in the time course and regardless of
whether the object is possible or impossible.

Thismodel isattractivebecause it can rely on asingle per-
ceptual mechanism, extraction of possiblethree-dimensiona
structure, that other evidence suggestsis already at work in
norma everyday perception (Enns & Rensink, 1990; this
model could also be made to work with a non-diagnostic
perceptua bias and perceptual fluency, but such a solution
would bedecidedly |ess €l egant than one utilizingastructure-
extraction mechanism). We would like to re-emphasi ze that
this model is not an alternative to Ratcliff and McKoon’s
(1995; Ratcliff & McKoon, 1997a) proposal that object pos-
sibility priming is due to a perceptual bias for studied items;
rather, it extends Ratcliff and McKoon'sanaysis by offering
specific mechani smsthroughwhi ch perceptual biascould op-
erate.

Finaly, while many of our experimental results directly
support the structure-extraction bias hypothesis, at least two
results, the lack of a significant difference between priming
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following impossiblel and impossible3 items in Experiment
1 and the fact that sensitivity did not vary by study condition
ineither Experiment 1 or Experiment 2, areinconsistent with
this hypothesis. Since multiple perceptual processes are in-
volved in performing any complex visual task, it could very
well bethat morethan oneprocessisbiased by previousstudy
in the object possibility paradigm. Thus we cannot rule out
the notion that perceptua fluency resulting from some non-
diagnostic perceptua bias contributes to priming effects in
the object possihility task. Or, it could bethat yet another hy-
pothesismay eventually be proposed that accountsfor all the
findings presented here and in past research reports. For the
present, though, we conclude that a structure-extraction bias
isat least one major cause of priming effects on the object
possibility task.

Architectural issues

We have asserted that object possibility priming in Exper-
iments 1-3bislargely based on a structure-extraction bias—
that is, facilitated processing of the three-dimensional struc-
ture of the possible portions of studied objects. How might
such facilitation beimplemented? One possibility isthrough
Schacter and Cooper’s proposed structural description sys-
tem (SDS). Compl ete representations of the structure of pos-
sible objects, aong with representations of impossible ob-
jectsthat are either incompl ete (depi cting only possible por-
tions) or filled in with inferred valid structural information,
could be represented in the SDS and could providethe basis
for the observed priming effects (the results of Experiment 2
suggest that incompl ete representati ons of impossibleobjects
would be more likely).

Ratcliff and McKoon (1995, p. 765) offered an ater-
native account of how structural information might be en-
coded in order to produce priming: connectionsin a network
model of object recognition might be atered in such a way
that repeated presentations of a stimuluswould “increase the
probability of constructing a representation of a possible ob-
ject” under degraded viewing conditions(i.e., short test expo-
sures). If such aterationsalso led to speeded construction of
structural representations under more optimal viewing con-
ditions, this account would also be able to explain response
time priming in our Experiments 3a and 3b.

As we see it, the fundamenta difference between Schac-
ter and Cooper’s (1995) and Ratcliff and McKoon's (1995)
viewpoints is similar to the propositionalist-proceduralist
distinction characterized by Kolers and Roediger (1984).
Processing an image of an object amost certainly involves
extracting information about the object’s three-dimensional
structure (Marr, 1982), and the present results indicate that
possibility priming occurs because the structure-extraction
process performed when test stimuli have been studiedisdif-
ferent from that performed when they have not been studied.
The question is, do participants remember the process of ex-
tracting the structureof an object from atwo-dimensiona im-
age, or do they remember acoded description of theresulting
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structure?

Ratcliff and McKoon's (1995) proposa conforms to the
proceduraist doctrine that memory effects are caused by
stimulus-specific modifications to information processing
systems (Crowder, 1993; Kolers & Roediger, 1984). In con-
trast, by referring to the SDS as a“memory system,” Schac-
ter and Cooper imply that the SDS is primarily responsible
for representing the output of the structure-extraction system.
Thisstandpointispropositionalistinthesensethat it assumes
that perceptua input is recoded (in much the same way that
sentences are often assumed to be recoded into propositions)
and placed inacognitivesystem expressly dedicated to mem-
ory storage.

Both approaches have strengthsand weaknesses. A proce-
duralist explanation appears to be more parsimonious. If we
assume that humans possess a coghitive system for extract-
ing three-dimensiona structure from two-dimensional im-
ages, then by incorporating representations of object struc-
ture into the extraction system itself, we avoid postulating
an additiona storage system. On the other hand, a proposi-
tionalist theory allows us to more naturally describe the re-
lationship between distinct sets of represented information.
For instance, if encoded structural information affects pos-
sibility decisions more than recognition judgments, whereas
encoded information about image size has the opposite effect
(Cooper et d., 1992; Williams, 1995), it makes sense to think
of these two sources of information as residing in different
memory systems.

Dedicated storage systems also appeal to our intuitions
about how explicit memory tasks are performed: when asked
to recognize whether we have seen an object before or not,
we often have the sense of processing it and then attempting
to match the output of this processing to relevant stored rep-
resentations. In contrast, the proceduralist approach inher-
ently linksrepresentation with processing, and isthusconsis-
tent with the intuitionthat on implicit memory tasks, studied
items simply seem easier to process than do unstudied items.
For example, an account of how encoded informeation affects
the object possibility task might includeaneural network that
performsstructural extraction (e.g., Hummel & Stankiewicz,
1996) on test images and in which the weights between units
may be modified by previousencounterswith studied stimuli.
Such a network could become increasingly efficient at deriv-
ing structural descriptionsfor studied objects as compared to
unstudied objects (thisis asimilar account to that offered by
Ratcliff and McKoon, 1995).

Based on these considerations, we propose that Schacter
and Cooper (1995) are correct in asserting that object pos-
sibility priming is based on an SDS, but that this cognitive
system is best characterized as a “structure-describing sys-
tem,” rather than astructural description system. Itsprimary
function is to extract the three-dimensional structure of ob-
jects from two-dimensional images, and memory is encoded
as a by-product of the system’s information-processing du-
ties. Schacter and Cooper must aso be correct in assert-
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ing that old/new recognition performance is often mediated
by information retained e sewhere, such as in an episodic
memory system (Tulving, 1983). For example, the structure-
extraction system will not be the storage site for associations
between novel and familiar objects, yet thistype of informa:
tion will be used in making old/new recognition judgments.

In our view, conceiving of the SDS as a system pri-
marily dedicated to processing, rather than storing, struc-
turd informationmakes Schacter and Cooper’s(1995) theory
much more compatible with Ratcliff and McKoon's (1995)
model of possibility priming. We have proposed that the
structure-extraction system will only be able to process in-
formation about possible portions of studied figures, for the
simplereason that only these portionshave extractablethree-
dimensional structures. Therefore, participants demonstrate
a bias to respond “possible’ to studied items when test ex-
posures are very short (Ratcliff & McKoon’s, 1995, Exper-
iments 2-7, and our Experiments 1 and 2) because process-
ing of possible but not impossible information about stud-
ied figuresisfacilitated. Furthermore, when differential ac-
curacy rates for studied and unstudied items are eliminated
by providing longer test exposures, participants demonstrate
shorter responsetimesto studied than to unstudied items (our
Experiments 3aand 3b), again due to more efficient process-
ing of studied structural information.

Schacter and Cooper’s primary goal has been to describe
the relationship between memory demonstrated on recogni-
tion and object possihility tests (Cooper & Schacter, 1992).
Their multiple-memory systems theory is helpful in under-
standing this relationship, since different kinds of informa-
tion are often more or less useful on each test. Ratcliff and
McKoon's focus, on the other hand, has been on how ob-
ject possibility priming should be modeled (McKoon & Rat-
cliff, 1995). Their bias-plus-explicit-memory modd is help-
ful in providing a precise description of the observed behav-
ior. In the present paper, we have eaborated the bias as-
pect of Ratcliff and McKoon's proposal. By proposing and
testing the hypotheses stemming from a more specific “bias
model” of object possibility performance (Figures 3, 5, and
6), we found evidence against the notion that priming on the
object possibility task is merely a result of perceptua flu-
ency for previoudy-encountered objects. Instead, we have
argued, item-specific changes in an information-processing
system for extracting three-dimensiona structure from two-
dimensional imagesisat |east onesignificant source of object
possibility priming effects.
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