
Psychobiology
1998, 26 (4), 371-380

Illumination variation has enormously complex effects
on the image of an object. In the image of a familiar face,
changing the direction of illumination leads to shifts in
the location and shape of shadows, changes in highlights,
and reversal of contrast gradients. Yet everyday experi-
ence shows that we are remarkably good at recognizing
faces despite such variations in lighting. In this study, we
examined how humans recognize faces, given image
variations caused by changes in lighting direction and by
cast shadows. One issue was whether faces are represented
in an illumination-invariant or illumination-dependent
manner. A second issue was whether cast shadows improve
face recognition by providing information about surface
shape and illumination direction or hinder performance
by introducing spurious edges that must be discounted
prior to recognition. The influences of illumination direc-
tion and cast shadows were examined using both short- and
long-term memory paradigms.

The large image variations that result from changing the
illumination direction have been demonstrated by Adini,
Moses, and Ullman (1995). They compared images of sev-
eral faces rendered with the same lighting direction or dif-
ferent lighting directions. Several representations of these
images were considered: gray-scale images, images fil-
tered with Gabor functions, edge maps, and first and sec-
ond derivatives of gray-scale images. For all of these rep-
resentations, they found that varying the illumination
direction resulted in larger image differences than did
varying the identity of the face.

How can we recognize faces given these dramatic image
variations that arise from changes in illumination? One
class of models proposes that, in the early stages of pro-
cessing, the visual system extracts features that are invari-
ant over changes in illumination (e.g., edges defined by
surface material, orientation discontinuities, or occlusion)
and discounts spurious features (e.g., shadows and spec-
ularities; Biederman, 1987; Biederman & Ju, 1988; Marr
& Nishihara, 1978). These edge-based models presume
that the early image representation is much like an artist’s
line drawing, with lines marking key surface shapes and
material features.

According to such models, recognition should be un-
affected by changes in lighting conditions. Consistent with
this view, Moses, Ullman, and Edelman (1996) demon-
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How do observers recognize faces despite dramatic image variations that arise from changes in illu-
mination? This paper examines (1) whether face recognition is sensitive to illumination direction and
(2) whether cast shadows improve performance by providing information about illumination or hinder
performance by introducing spurious edges. In Experiment 1, observers judged whether two sequen-
tially presented faces, illuminated from the same direction or different directions, were the same indi-
vidual or not. Cast shadows were present for half of the observers. Performance was impaired by a
change in the illumination direction and by the presence of shadows. In Experiment 2, observers
learned to name eight faces under one illumination direction (left /right) and one cast-shadow condition
(present /absent); they were later tested under novel illumination and shadow conditions. Performance
declined for unfamiliar illumination directions, but not for unfamiliar shadow conditions. The finding
that face recognition is illumination dependent is consistent with the use of image-based representa-
tions. The results indicate that face recognition processes are sensitive to either the direction of light-
ing or the resultant pattern of shading, and that cast shadows can hinder recognition, possibly by mask-
ing informative features or leading to spurious contours.
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strated that observers were highly accurate at naming pic-
tures of faces under novel illumination conditions. Ad-
ditionally, neurophysiological studies have shown that
some neurons responsive to faces are invariant to changes
in the viewpoint, position, spatial frequency, and/or size
of the object (Ito, Tamura, Fujita, & Tanaka, 1995; Rolls,
1992; Rolls, Baylis, & Leonard, 1985; Tovee, Rolls, &
Azzopardi, 1994). It might be expected that neurons of
this type would also be insensitive to changes in illumi-
nation conditions. From a computational perspective,
however, no algorithm has yet been devised that can pro-
duce a clean line drawing of natural objects and smooth
objects (such as faces) under all the image variations that
occur naturally (see Adini et al., 1995).

Image-based models, on the other hand, propose that
object representations are more closely tied to the two-
dimensional (2-D) image (Bülthoff, Edelman, & Tarr,
1995; Gauthier & Tarr, 1997; Poggio & Edelman, 1990).
According to these models, introducing a new illumina-
tion direction results in a large change in the stimulus
representation, which should lead to an impairment of
recognition. Cavanagh (1991) has pointed out that cast
shadows are difficult to identify using early mechanisms.
This suggests that it is easier to encode illumination ef-
fects than to discount them. Similarly, Adini et al. (1995)
and Ullman (1996, p. 324) have argued that illumination
must be processed using higher level mechanisms. More-
over, illumination information may be useful for com-
puting three-dimensional (3-D) shape and identifying
shadows (Tarr, Kersten, & Bülthoff, 1998). Thus, illumi-
nation information might be retained in face representa-
tions because it is too difficult to discount at an early level
and/or because it is useful at higher levels.

Support for image-based models comes from recent
studies showing that changing the direction of illumina-
tion can influence recognition of geometric objects (Tarr
et al., 1998) and facial surfaces (i.e., 3-D renderings of
faces without color or texture; Hill & Bruce, 1996; Troje
& Bülthoff, 1998). It has also been shown that faces are
more difficult to recognize when presented in photo-
graphic negative, implying that edge information, with-
out contrast polarity information, is not sufficient to ac-
count for face recognition (Hayes, Morrone, & Burr,
1986). Other studies show that the direction of illumina-
tion can influence 3-D shape perception (Belhumeur,
1997; Berbaum, Bever, & Chung, 1983; Christou & Koen-
derink, 1996). Furthermore, although Moses et al. (1996)
found high accuracy for naming pictures of faces under
novel illumination conditions, their observers did show
a cost in reaction time (RT).

Neurophysiological studies also suggest that some ef-
fects of illumination may be encoded. Warrington (1982)
described patients with right posterior lesions who had
difficulty recognizing objects under different illumination
conditions. Weiskrantz (1990) discussed similar findings
in monkeys with lesions in inferotemporal and prestriate

areas. Hietanen, Perrett, Oram, Benson, and Dittrich (1992)
discovered face-selective cells in the temporal cortex of
the macaque that were sensitive to changes in illumina-
tion. Such findings suggest that information about illu-
mination (or image effects resulting from illumination)
is not discarded but is instead retained in the object rep-
resentation.

One consequence of changing illumination conditions
is a change in the characteristics (e.g., shape and loca-
tion) of shadows. How do shadows affect face recogni-
tion? Edge-based models of object recognition propose
that the visual system discounts spurious features, such
as shadows. In this scheme, shadows should not affect
recognition. Support for this view was found by Braje,
Legge, and Kersten (1998). Their observers named pic-
tures of familiar natural objects (fruits and vegetables),
shown with or without shadows. They found that shad-
ows had no effect on observers’ accuracy or RT.

According to image-based models, however, object rep-
resentations retain information present in the original
image, including shadows. Cavanagh (1991) proposed that
early processing of an image involves a crude match of
the image to a memory representation, in which all image
contours (including shadow contours) are used. Only once
a candidate object is selected are the contours labeled as
belonging to objects or shadows. If shadows are encoded
as part of the object representation, they can be problem-
atic for recognition in that they introduce spurious lumi-
nance edges that can be confused with object contours.
Consistent with this prediction, Warrington (1982) demon-
strated that patients with right posterior lesions had dif-
ficulty recognizing photographs of common objects con-
taining shadows, and Moore and Cavanagh (1998) showed
that two-tone images of novel objects with shadows are
difficult to recognize. Alternatively, encoding shadows
might improve recognition by providing useful informa-
tion about object shape (e.g., surface orientation and cur-
vature) and about illumination conditions in a scene (e.g.,
light source direction). Tarr et al. (1998) demonstrated that
cast shadows can improve recognition of novel geometric
objects, suggesting that shadows provide useful informa-
tion about shape or lighting conditions.

Shadows can be classified into two types: attached
shadows and cast shadows. Each type places different re-
quirements on a recognition system attempting to discount
shadows at any stage of processing. An attached shadow
occurs when a surface gradually turns away from the light-
ing direction. If a Lambertian shading model is assumed,
then the intensity at a given pixel in an attached shadow
depends only on the local surface orientation with respect
to the illumination direction. Thus, any algorithm (arti-
ficial or biological) attempting to discount attached shad-
ows can work locally. A cast shadow occurs when an ob-
ject is interposed between a light source and a surface,
blocking the illumination from reaching the surface (Beck,
1972). Cast shadows may be particularly difficult to dis-
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count, in that they are influenced both by local surface
characteristics and by surfaces more distant to the shad-
owed area.

Face recognition may be particularly susceptible to the
influence of shadows. Although Braje et al. (1998) found
no effect of shadows on the ability to name familiar nat-
ural objects, familiar stimuli may be more resistant to noise
in general and to shadows in particular. Faces, on the other
hand, although familiar as a class of objects, are not nec-
essarily familiar on an individual basis. They may there-
fore be less resistant to the influence of shadows. A sec-
ond reason that shadows should affect face recognition is
that fine discrimination is required to distinguish between
different faces. Different faces are fairly similar in their
global shape, hue, and texture. Because of the small differ-
ences between faces, recognizing a particular face requires
a detailed analysis, and it may also rely more heavily on
correct labeling of contours. Under such conditions, shad-
ows should have a larger impact on recognition.

The present experiments investigated whether or not
face representations are illumination dependent and how
cast shadows influence face recognition. Experiment 1
used a same/different matching task to examine whether
face representations in short-term memory retain illumi-
nation and shadow information. Experiment 2 extended
the findings to representations in long-term memory by us-
ing a naming task. The key issues were whether recogni-
tion performance is influenced by (1) changing the direc-
tion of illumination and (2) the presence of cast shadows.

EXPERIMENT 1
Matching

In Experiment 1, observers viewed two sequentially
presented faces and decided whether they were the same
person or not. The two faces were illuminated from the
same direction or different directions on each trial. If
face representations are closely tied to the 2-D image,
then performance should decline when the illumination
changes between the two images. However, if a more in-
variant encoding is used, illumination should have no ef-
fect on performance.

Cast shadows were present for half of the observers
and absent for the other half. If cast shadows are retained
in the face representation, then they should influence per-
formance in one of two ways. Their presence should lead
to an overall decline in performance if they introduce
confusing contours or mask important features. If, how-
ever, cast shadows provide useful information regarding
3-D shape or illumination, performance should improve
when they are present.

Method
Observers. Thirty-two undergraduate psychology students

(17–34 years of age) at the University of Minnesota participated in
the experiment for class credit. All had normal or corrected-to-normal
visual acuity (Snellen acuity of 20/20 or better) and gave informed

consent. The observers were not familiar with the people whose
faces were used as stimuli.

Stimuli and Apparatus. Face images were obtained from 3-D
models of 80 real human heads (Troje & Bülthoff, 1996). The col-
ored texture and 3-D geometry of the heads were digitized using a
Cyberware 3-D laser scanner. The scanner samples a regular grid of
surface points in cylindrical coordinates. Each sample contains the
spatial coordinates of the surface point (azimuth, height, and ra-
dius), as well as its color (RGB) values. The distance between
neighboring points is 0.8º (roughly 1 mm) in the azimutal direction,
0.615 mm in the vertical direction, and 0.016 mm along the radius.
There were 40 males and 40 females, all Caucasian people between
about 20 and 40 years of age. They had no spectacles or facial hair,
and they had neutral facial expressions. The hair and back of the
head were removed from the 3-D models before the images were
created.

The face images were rendered in color in orthographic projec-
tion using Wavefront’s “The Advanced Visualizer 4.1” (Santa Bar-
bara, CA) on a Silicon Graphics workstation. Each face was ren-
dered from two different viewpoints (7º and 11º with respect to the
frontal view) and in two sizes (7.9º � 9.5º, and 8.5º � 10.3º), for
reasons discussed in the Procedure section below. Faces were illu-
minated by a point source located 130 cm from the face. The source
was positioned 45º above and 45º to the right or left of the viewing
axis. The faces were rendered with ray-tracing (producing cast
shadows) and without ray-tracing (no cast shadows). A small
amount of ambient light was also present, such that the shadowed
regions were not entirely dark. Figure 1 illustrates the different ren-
derings. Note that an image with no cast shadows does contain at-
tached shadows and that all cast shadows are intrinsic (i.e., cast by
parts of the face onto the face itself ).

The experiment was run on an Apple Macintosh Quadra 950
using RSVP software (Williams & Tarr, 1998). The faces were pre-
sented on a black background (<1 cd/m2) on a 640 � 480 pixel
Apple 17-in. color monitor. They were roughly 150 pixels horizon-
tally � 215 pixels vertically and were viewed from a distance of
45 cm. The luminance of each face ranged from less than 1 cd/m2

to 40 cd/m2.
A 256 � 256 pixel mask was created using Adobe Photoshop.

The mask consisted of a collage of scrambled face features—eyes,
noses, mouths, and ears—taken from the different renderings of the
80 faces. The luminance of the mask was 10 cd/m2.

Procedure. A sequential matching paradigm was used (see Fig-
ure 2). On each trial, a fixation cross was presented for 500 msec,
followed by a face for 200 msec, the mask for 750 msec, a second
face for 100 msec, and the mask again for 500 msec.

The observer’s task was to decide whether the two faces were the
same person or not and to respond by pressing one of two keys on
a keyboard. Feedback was not provided. The durations were chosen
on the basis of an experiment by Ellis and Allport (1986), who
showed that an interstimulus interval of 750 msec was long enough
to prevent observers from simply using an iconic representation of
the first face to perform the match. With the timing used here, ob-
servers are likely to encode the first image in short-term memory
for subsequent match to the second image (Tarr et al., 1998). The
presentation durations were also chosen to prevent the observers
from obtaining ceiling performance (i.e., 100% accuracy).

RT was measured as the time between the onset of the second
face and the observer’s keypress. The observers were allowed up to
5 sec to respond. Sensitivity (d ′ ) was calculated using the z scores
for the correct responses on same-face trials (hits) and the incorrect
responses on different-face trials (false alarms)1: d ′ � zhit – zfa.

On each trial, the two faces could be illuminated from either the
same direction or different directions. Half of the observers viewed
faces with cast shadows; the other half viewed faces without cast
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shadows. The presence or absence of cast shadows was run as a
between-groups variable in order to prevent the observers from re-
lying on a salient shadow when making a matching judgment.

Each observer completed a 20-trial practice block, followed by
four blocks of 120 experimental trials. In each block, there were
equal numbers of left-illuminated and right-illuminated faces and
equal numbers of same-face trials and different-face trials. Over the
480 total trials, each of the 80 possible same-face pairs was pre-
sented three times, and a random selection of the 6,320 possible dif-
ferent-face pairs was presented. Each different-face pair was pre-

sented only once to each observer. Both same-sex and different-sex
pairs were used on different-face trials. An analysis of variance
(ANOVA) run using just the trials containing same-sex pairs re-
vealed the same results as found when all trials (both same- and dif-
ferent-sex) were used. Thus, all trials were included in the analyses
reported below.

For each presentation of each image, the viewpoint and size were
randomly chosen from among those described in the Stimuli sec-
tion. This prevented the observers from simply matching images
for size, silhouette, or local image features. Nonfrontal views were

Figure 1. A face in the four rendering conditions (left/right illumination, with/without cast shadows). The viewpoint is 11º with re-
spect to the frontal view.
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used in order to avoid symmetrical image pairs, which would occur
in a frontal view when the light source was moved from one side to
the other. Symmetrical images are perceptually very similar (Troje
& Bülthoff, 1998) and would produce an accidental situation in
which changing the illuminant’s position would not influence
recognition performance.

Results
Performance declined when there was a change in il-

lumination direction. Figure 3 shows that, in same-face
trials, response time was 44 msec slower when there was
a change in illumination direction than when there was
no change. In different-face trials (data not shown), chang-
ing the illumination direction had no effect on RT. An
ANOVA (run on the median RTs for the trials in which a
correct response was made) confirmed a main effect of
illumination direction [F(1,30) � 18.24, p < .001] and
an interaction between illumination direction and face
(same vs. different) [F(1,30) � 17.98, p < .001]. A Tukey
HSD test (α � .05) confirmed that the illumination ef-
fect occurred only for same-face trials. Sensitivity was also
lower when there was a change in illumination direction
(d ′ � 2.3) than when there was no change (d ′ � 2.6)
[F(1,30) � 17.81, p < .001]. The observers scored 85%
correct when there was a change in illumination and 92%
correct when there was no change.

The presence of cast shadows impaired RT [F(1,30) �
5.54, p < .05], but not sensitivity [F(1,30) � 1.81, p �

.189]. RT was 127 msec slower when cast shadows were
present. A Tukey HSD test (α � .01) confirmed that the
observers were always slower when cast shadows were
present, for all illumination and face conditions.

This decline in performance in images containing cast
shadows was not simply a result of lower mean lumi-
nance or higher contrast in the cast shadow images. There
was no correlation between RT and mean pixel value of
each face (R2 � .002) or between RT and RMS contrast
(R2 � .01).2

Finally, the effect of illumination was not influenced by
the presence of cast shadows: There was no significant
interaction between illumination (same vs. different) and
cast shadows (present vs. absent) for either RT [F(1,30) �
3.32, p � .078] or sensitivity [F(1,30) � 1.62, p � .213].

Discussion
Performance declined when the illumination changed

and when cast shadows were present. This suggests that
short-term face representations, lasting at least several
hundred milliseconds, preserve image information, such
as illumination and cast shadows, and it supports image-
based models of recognition. The findings are consistent
with the results of Tarr et al. (1998) for recognition of novel
geometric objects. In a matching task such as the one used
here, they found that recognition was 21 msec faster when
there was no change in illumination direction than when

Figure 2. Sequential matching paradigm used in Experiment 1. The observers’ task was to decide whether the two faces were the
same person or not.
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there was a change. In the present study, the difference was
44 msec—even larger than that found by Tarr et al.

One possible reason that changing the illumination im-
pairs performance is that doing so introduces uncertainty
into the light position. If the location of the illuminant is
ambiguous, it could be more difficult for observers to dis-
count the illuminant. Cast shadows can provide informa-
tion about the location of the light source. Therefore,
when cast shadows are present, changing the illumination
direction might be expected to have a smaller effect on
recognition. This interaction was not found: The effect of
changing the illumination direction was the same whether
cast shadows were present or absent. If the lighting was
indeed ambiguous, then the observers did not make use
of cast shadows to disambiguate it.

The decline in performance in images containing cast
shadows could be explained in two ways. One possibil-
ity is that time is required for locating and discounting
cast shadows (equivalently, higher level processing may
be needed). However, the finding that changing the illu-
mination direction impaired performance suggests that
image information is preserved, and so it seems unlikely
that cast shadows in the image are discounted. A second
possibility is that cast shadows mask informative fea-
tures, forcing the visual system to rely on a smaller (less
informative) set of features for recognition. This possi-
bility requires further investigation.

In summary, the results are consistent with the assump-
tion that image information is preserved in short-term face
representations. Experiment 2 examined whether these
results extend to longer-term representations.

EXPERIMENT 2
Naming

In Experiment 1, the observers needed to hold the first
face in memory for only about 1 sec in order to make a
judgment. It is possible that these short-term representa-
tions retain image information, while longer-term repre-

sentations are more invariant. Experiment 2 therefore ex-
amined the effects of cast shadows and illumination on
these long-term representations of faces.

It may also be argued that the matching task used in Ex-
periment 1 was not an accurate measure of recognition
ability. The observers were asked to detect differences be-
tween the stimuli, rather than to explicitly recognize them.
In this case, it is possible that illumination-dependent per-
formance arose from within a system that looks for image
differences and is sensitive to any changes between stim-
uli, rather than from within the face-recognition system
itself. Thus, a second purpose of Experiment 2 was to
examine illumination effects using a more natural face-
recognition task.

The observers were trained for 2 days to recognize
eight faces under one illumination direction and one cast-
shadow condition. The faces were later presented under
new illumination and cast-shadow conditions for observers
to recognize. If long-term representations preserve image
information, the results should be similar to those in Ex-
periment 1: Performance should be best when the faces are
presented under familiar illumination and cast-shadow
conditions. Additionally, the overall impairment caused
by cast shadows in Experiment 1 might disappear in Ex-
periment 2: The observers should have sufficient time to
either build representations based on visible features (if
cast shadows mask informative features) or to use higher
level mechanisms to process cast shadows.

Methods
Observers. Twenty University of Minnesota undergraduate psy-

chology students (18–38 years of age) participated in the experi-
ment for class credit. None had participated in Experiment 1. All
were Caucasian, had normal or corrected-to-normal visual acuity
(Snellen acuity of 20/20 or better), and gave informed consent. The
observers were not familiar with the people whose faces were used
as stimuli.

Stimuli and Apparatus. The stimuli consisted of eight full-
color faces (4 males and 4 females) presented on a black back-
ground. The eight faces were randomly selected from the 80 used

Figure 3. Response time and sensitivity for the trials in which the faces were the same person. Response times shown are the
averages of the median response times for trials in which a correct response was made. Error bars show standard errors.
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in Experiment 1. Only the 11º view and the larger sized images were
used. The lighting and cast-shadow conditions were identical to
those used in Experiment 1.

The experiment was run on a Power Macintosh 7100 using RSVP
software (Williams & Tarr, 1998). The images were presented on a
black background (<1 cd/m2) on a 640 � 480 pixel Apple 17-in.
color monitor.

Voice-activated RT was recorded using the CMU Button Box (ac-
curate within 1 msec). The observers’ verbal responses (the names
of the faces) were compiled by the experimenter using an IBM XT
personal computer.

Procedure. The experiment was conducted over 2 consecutive
days for each observer. There were three phases to the experiment:
training, practice, and testing.

During training, the observers learned to associate a name with
each face. For each observer, all faces were illuminated from the
same direction (right or left) and were presented in the same cast-
shadow condition (present or absent). Five observers were trained
in each of the four lighting and cast-shadow conditions. On each
trial, a face was presented for 2 sec with its name written below it,
and the observers were instructed to simply learn the name of each
face; no response was required. There were three blocks of 16 tri-
als (each face was presented twice per block), and the order of tri-
als was randomized for each observer.

The training was followed by a practice phase, in which the ob-
servers practiced naming the faces they had just learned. The faces
were shown in the familiar illumination and shadow conditions (i.e.,
the same as those seen during training). Each trial consisted of a fix-
ation cross for 500 msec, followed by a warning tone, and then one of
the eight faces. The purpose of the tone was to signal the beginning of
a trial to the experimenter, who could not see the images being pre-
sented. The task was to name the face aloud as quickly and accurately
as possible. The face remained on the screen until the observer re-
sponded or 10 sec had passed. After the observer responded, the cor-
rect name and the observer’s RT were displayed for 500 msec. On the
1st day of the experiment, the observers completed four blocks of 40
practice trials. Each of the eight faces was presented five times per
block. On the 2nd day of the experiment, the observers completed two
additional 40-trial blocks of practice. The observers were required to
reach at least 90% accuracy by the end of the final practice session.3

The final phase was the testing phase. The procedure was the same
as for the practice trials, except that feedback was not provided. The
stimuli consisted of the eight faces in each of the four possible ren-
dering conditions: left /right illumination and with/without cast shad-

ows. Eight of these images were familiar (those the observers had
trained and practiced on), and the other 24 were unfamiliar (the same
eight faces but rendered under the other three illumination/cast-
shadow conditions). The observers completed eight blocks of 32
trials, with each of the 32 images presented once per block. RT was
measured as the time between the onset of the face and the onset of
the observer’s verbal response.4

Results
Accuracy was high (>90%) in all conditions, confirm-

ing that the observers had learned the faces well. Except
for an improvement across blocks (see below), no main
effects or interactions were significant for the accuracy
data. Only the RTs for the testing phase will be consid-
ered here. RTs are compared for familiar versus unfamil-
iar illumination directions and cast-shadow conditions.

Recognition was impaired when faces were displayed
under unfamiliar illumination. Median RTs (see Figure 4)
were 134 msec slower when the illumination at testing was
different from the illumination during training [F(1,15) �
34.53, p < .001].5 This difference (a 7% change) is of sim-
ilar magnitude to that in Experiment 1 (a 5% change).

Cast shadows did not influence performance. RTs were
equally fast for recognizing faces under familiar and un-
familiar cast-shadow conditions [F(1,15) � 0.90, p � .36,
for the interaction between trained and tested cast-shadow
conditions]. The observers trained with no cast shadows
tended to respond more quickly overall during the test
phase, but this effect did not reach significance [F(1,15) �
2.69, p � .12]. The presence of cast shadows during the
test phase did not affect RT [F(1,15) � 0.21, p � .65].

During the testing phase, RT decreased across blocks
[F(7,105) � 5.51, p < .001] from an average of 1,329 msec
in the first block to 885 msec in the final block. Accu-
racy also improved [F(7,105) � 2.76, p < .02] from 92%
to 97% correct. However, the effects of illumination and
cast shadows did not change across blocks: None of the
cast-shadow or illumination variables interacted with block
number.

Figure 4. Response times during testing for naming faces under familiar or unfamiliar illumination and cast-shadow con-
ditions. Response times shown are averages of the median response times for trials in which a correct response was made.
Error bars show standard errors.
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Discussion
The results of Experiment 2 partially replicated the re-

sults of Experiment 1. The effect of illumination direction
was still present when a naming task was used, demon-
strating that illumination information is retained even in
long-term representations. This finding also suggests that
the illumination effects observed in Experiment 1 arose
from within a face-recognition system, rather than a sys-
tem that simply detects image differences. The results of
Experiment 2, like those of Experiment 1, are thus consis-
tent with an image-based representation of illumination.

It should be noted that naming tasks have sometimes
failed to reveal invariance. For example, Biederman and
colleagues have found invariance for translation, reflec-
tion, and size using a priming paradigm (Biederman &
Cooper, 1991, 1992; Cooper, Biederman, & Hummel,
1992; Fiser & Biederman, 1995). The present results are
therefore significant in that they demonstrate the exis-
tence of image-based processing using a naming task.

Unlike Experiment 1, Experiment 2 revealed no effect
of cast shadows. The observers performed equally well in
the testing phase whether they learned the faces with cast
shadows present or absent. This demonstrates that a cer-
tain amount of invariance with respect to cast shadows is
acquired as observers learn to recognize faces. The ob-
servers might have had sufficient time to use higher level
mechanisms for dealing with cast shadows. Alterna-
tively, if cast shadows were masking important features,
the observers may have learned to recognize the faces
using other features.

GENERAL DISCUSSION

Face recognition was found to be sensitive to the pres-
ence of cast shadows and to changes in illumination. The
observers were slower and less accurate at matching and
naming faces when there was a change in illumination
direction. There was also a cost in speed and accuracy
for matching (but not naming) faces that contained cast
shadows.

The finding that illumination changes impair recogni-
tion is in agreement with the recent findings of Tarr et al.
(1998), and it is consistent with image-based models of
face recognition. The findings do contradict some neuro-
physiological studies, which show that some face-selective
cells respond over a wide range of viewpoints, positions,
spatial frequencies, and sizes (Ito et al., 1995; Rolls, 1992;
Rolls et al., 1985; Tovee et al., 1994). On the other hand,
our findings are in agreement with studies that have shown
face-selective cells to be sensitive to the viewpoint of
faces (Desimone, Albright, Gross, & Bruce, 1984; Perrett
et al., 1991) and, more importantly, to changes in illu-
mination (Hietanen et al., 1992).

Why should the visual system encode illumination in-
formation? For one thing, knowledge of illumination con-
ditions is useful for computing 3-D shape. This may be

particularly important in face recognition, a task for which
the stimuli are geometrically similar. Several studies have
demonstrated that viewpoint dependence is stronger
when objects are most similar (Edelman, 1995; Tarr &
Bülthoff, 1995), and it is likely that illumination depen-
dence would behave in the same manner. Tarr et al. (1998)
have argued that discounting illumination effects in-
creases the similarity between objects, thus making them
harder to distinguish. Preserving illumination informa-
tion may therefore be useful for discriminating between
different objects.

Cast shadows were found to impair performance on
the matching task (Experiment 1). This is consistent with
an image-based model of face recognition, and it suggests
that shadows introduce spurious contours that are con-
fused with surface contours. It is also possible that some
of the shadows were cast onto features important for rec-
ognition, thus making such features difficult to use. A
third possibility is that the shadows that are cast onto a par-
ticular surface disrupt shape-from-shading processes—
for example, by making a curved surface (which would
otherwise have a shading gradient) uniformly dark. Fur-
ther research is needed to distinguish between these
possibilities.

The finding that cast shadows impaired performance
contradicts Tarr et al.’s (1998) results, which showed that
cast shadows improved recognition of geometric objects.
One reason for this discrepancy may be that the stimuli
used by Tarr et al. were relatively simple compared with
faces, and cast shadows may be more likely to obscure
details in the more complex face images. Tarr et al. have
also argued that the 3-D shape of faces is well known,
and so cast shadows are unlikely to offer much additional
information. This argument is supported by the finding
that cast shadows did not influence performance on the
face-naming task.

In the naming task (Experiment 2), the observers were
given plenty of opportunities to “learn” the faces. Even
if cast shadows normally cause problems in building early
face representations, the observers had ample time in the
naming experiment to either “solve” the problem of label-
ing shadow edges or resort to an alternative recognition
strategy that is more invariant with respect to shadows.

Further research is necessary in order to test the gen-
erality of these results. In particular, the present experi-
ments used a slightly oblique viewpoint (7º–11º) for the
faces, which may not provide adequate information for
generalization across illumination. Troje and Bülthoff
(1996) showed that recognition was more viewpoint in-
variant for faces initially learned from a viewpoint be-
tween 22.5º and 45º than those learned from a frontal
view (0º). Thus, it may be the case that the viewpoints
used in the present studies (7º and 11º) were not optimal
for face encoding. However, Tarr et al. (1998) found that
illumination dependency in the recognition of geometric
objects was not influenced by the familiarity of the view-
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point in which the object was presented. This suggests
that the present findings would not change if different
viewpoints were used.

Recognition models that rely on edge detection and/or
early spatial filtering cannot account for the visual sys-
tem’s ability to allow for illumination variation. One alter-
native approach is to compute the direction of illumination
and then use this to determine 3-D shape in face images
(Kersten, O’Toole, Sereno, Knill, & Anderson, 1987; Pent-
land, 1990). However, it is unlikely that human vision uses
a global estimate of light source direction to compute
shape-from-shading or depth-from-shadows (see Tarr et al.,
1998, for a discussion). Another approach comes from
“appearance-based” models. Here, low-dimensional rep-
resentations that do not explicitly distinguish shape, mate-
rial, and lighting are extracted (e.g., through principal com-
ponents analysis). These models do not explicitly represent
illumination but instead store illumination-specific models
(Murase & Nayar, 1995). It is unclear, however, how well
these models can deal with novel combinations of illumi-
nation and material changes. A third approach is to use a
linear model of illumination to derive illumination basis
images for a specific view of an object (Epstein, Hallinan,
& Yuille, 1995; Hallinan, 1994, 1995; Shashua, 1992,
1996). These “eigenimages” define the space over which
the model can generalize to new illumination conditions
(Belhumeur & Kriegman, 1996). In this model, cast shad-
ows can be treated as residuals, in keeping with Cavanagh’s
(1991) suggestion that cast shadows are identified by a sec-
ondary top-down process.

In summary, the results demonstrated that both short-
and long-term face representations are closely tied to in-
formation contained in the original image. Face recogni-
tion was found to be illumination dependent, indicating
that face-recognition processes are sensitive to either the
direction of lighting or the resultant pattern of shading.
Cast shadows impaired recognition on a sequential
matching task, perhaps because they introduce confus-
ing contours. On a long-term task, however, observers
are able to overcome the harmful effects of shadows, in-
dicating that some degree of invariance can be achieved.
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NOTES

1. Two observers had a hit rate of 1.0, and 1 observer had a false-
alarm rate of 0.0. For these observers, d ′ scores were calculated from
their percent correct scores, using the equation given by Macmillan and
Creelman (1991) for same–different tasks.

2. Although the faces were very similar in mean luminance and RMS
contrast, they were not identical.

3. Three observers failed to reach this criterion, even after given an
extra practice block on the 2nd day of the experiment. The data from
these observers were excluded from the analysis. Of the remaining 17
observers, there were 5 in the cast-shadow/right-illumination condition
and 4 in each of the other three conditions.

4. Trials in which the timer was incorrectly triggered were excluded
from the analysis. Such trials were rare.

5. An ANOVA was performed on the median RTs raised to the �3/2
power. This transformation was necessary in order to satisfy the as-
sumption of normality.
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